Yo-Sung Ho
Hyoung Joong Kim (Eds.)

Advances in Multimedia
Information Processing —
PCM 2005

6th Pacific-Rim Conference on Multimedia
Jeju Island, Korea, November 2005
Proceedings, Part |

LNCS 3767

@ Springer



Lecture Notes in Computer Science

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade

Carnegie Mellon University, Pittsburgh, PA, USA
Josef Kittler

University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz

University of Bern, Switzerland
C. Pandu Rangan

Indian Institute of Technology, Madras, India
Bernhard Steffen

University of Dortmund, Germany
Madhu Sudan

Massachusetts Institute of Technology, MA, USA
Demetri Terzopoulos

New York University, NY, USA
Doug Tygar

University of California, Berkeley, CA, USA
Moshe Y. Vardi

Rice University, Houston, TX, USA
Gerhard Weikum

Max-Planck Institute of Computer Science, Saarbruecken, Germany

3767



Yo-Sung Ho Hyoung Joong Kim (Eds.)

Advances 1n Multimedia

Information Processing —
PCM 2005

6th Pacific-Rim Conference on Multimedia
Jeju Island, Korea, November 13-16, 2005
Proceedings, Part I

@ Springer



Volume Editors

Yo-Sung Ho

Gwangju Institute of Science and Technology (GIST)
1 Oryong-dong buk-gu, Gwangju, 500-712, Korea
E-mail: hoyo@gist.ac.kr

Hyoung Joong Kim

Kangwon National University

Department of Control and Instrumentation Engineering
Kangwondaehakgil, Chunchon, Kangwondo, 200-701, Korea
E-mail: khj@kangwon.ac.kr

Library of Congress Control Number: 2005935481

CR Subject Classification (1998): H.5.1, H.3, H.5, C.2, H.4, 1.3, K.6, 1.7, 1.4

ISSN 0302-9743
ISBN-10 3-540-30027-9 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-30027-4 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media
springeronline.com

© Springer-Verlag Berlin Heidelberg 2005
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 11581772 06/3142 543210



Preface

We are delighted to welcome readers to the proceedings of the 6th Pacific-Rim
Conference on Multimedia (PCM). The first PCM was held in Sydney, Australia, in
2000. Since then, it has been hosted successfully by Beijing, China, in 2001, Hsinchu,
Taiwan, in 2002, Singapore in 2003, and Tokyo, Japan, in 2004, and finally Jeju, one
of the most beautiful and fantastic islands in Korea.

This year, we accepted 181 papers out of 570 submissions including regular and
special session papers. The acceptance rate of 32% indicates our commitment to
ensuring a very high-quality conference. This would not be possible without the full
support of the excellent Technical Committee and anonymous reviewers that provided
timely and insightful reviews. We would therefore like to thank the Program
Committee and all reviewers.

The program of this year reflects the current interests of the PCM’s. The accepted
papers cover a range of topics, including, all aspects of multimedia, both technical
and artistic perspectives and both theoretical and practical issues. The PCM 2005
program covers tutorial sessions and plenary lectures as well as regular presentations
in three tracks of oral sessions and a poster session in a single track. We have tried to
expand the scope of PCM to the artistic papers which need not to be strictly technical.
Since we are living in the age of convergence, we believe that convergence of
technology and art is also highly needed. However, we realize that bridging the gap
between them has not been easy due to the lack of mutual understanding and lack of
fair evaluation criteria. Of course, a few papers widen the horizon of the PCM 2005.
Traditional topics of multimedia, such as multimedia communications, audio-visual
compressions, multimedia security, image and signal processing techniques,
multimedia data processing, and other important works are balanced in the PCM 2005.

We give a special thanks to Prof. Jae-Kyoon Kim, General Chair, for his brilliant
leadership in organizing this conference. This was an important work which was dealt
with very efficiently and harmoniously. Our thanks must go to all the Organizing
Committee members for their precious time and enthusiasm. They did their best in
financing, publicity, proceedings, registration, Web and local arrangement. We cannot
forget Victoria Kim for her professionalism in managing and assisting us as a
Conference Secretary. We express our thanks to the sponsors including the Ministry
of Information and Communication, the Institute of Information Technology
Assessment, Korea National Tourism Organization, and Korea Society of Broadcast
Engineers.

Yo-Sung Ho
Hyoung Joong Kim



Committee List

Technical Program Committee Members

Masao Aizu (Canon, Japan)

John Apostolopoulos (Hewlett-Packard, USA)

Yasuo Ariki (Kobe University, Japan)

Goh Wooi Boon (Nanyang Technological University, Singapore)
Nozha Boujemaa (INRIA Rocquencourt, France)

Hye Ran Byun (Yonsei University, Korea)

Long-Wen Chang (National Tsing Hua University, Taiwan)
Yung-Chang Chen (National Tsing Hua University, Taiwan)
Liang-Tien Chia (Nanyang Technological University, Singapore)
Yoon Sik Choe (Yonsei University, Korea)

Song Chong (KAIST, Korea)

Alberto Del Bimbo (University of Florence, Italy)

Chabane Djeraba (Laboratoire d' Informatique Fondamentale de Lille, France)
Toshiaki Fujii (Nagoya University, Japan)

Patrick Gioia (France Telecom R&D, France)

Yihong Gong (NEC Laboratories America, USA)

Patrick Gros (IRISA-CNRS, France)

William Grosky (University of Michigan - Dearborn, USA)
Irene H. Y. Gu (Chalmers, Sweden)

Ling Guan (Ryerson University, Canada)

Anthony T. S. Ho (Nanyang Technological University, Singapore)
Yo-Sung Ho (GIST, Korea)

Min Cheol Hong (Soongsil University, Korea)

Xian-Sheng Hua (Microsoft, China)

Jeng-Nenq Hwang (University of Washington, USA)

Ichiro Ide (Nagoya University, Japan)

Alejandro Jaimes (FX Pal Japan, Fuji Xerox, USA)

R. C. Jain (Birla Institute of Science and Technology, India)
Kyeong Hoon Jung (Kookmin University, Korea)

Mohan S. Kankanhalli (National University of Singapore, Singapore)
Aggelos Katsaggelos (Northwestern University, USA)

Jiro Katto (Waseda University, Japan)

Roichi Kawada (KDDI R&D Laboratories Inc., Japan)

Dong In Kim (Simon Fraser University, Canada)

Hae Kwang Kim (Sejong University, Korea)

Hae Yong Kim (University of Sao Paulo, Brazil)

Hong Kook Kim (GIST, Korea)



VIII Organization

Hyoung Joong Kim (Kangwon National University, Korea)
Jong Won Kim (GIST, Korea)

Man Bae Kim (Kangwon National University, Korea)
Asanobu Kitamoto (National Institute of Informatics, Japan)
Hitoshi Kiya (Tokyo Metropolitan University, Japan)
Sung-Jea Ko (Korea University, Korea)

Ki Ryong Kwon (Pusan University of Foreign Studies, Korea)
Chil Woo Lee (Chonnam National University, Korea)

Jeong A. Lee (Chosun University, Korea)

Jong Weon Lee (Sejong University, Korea)

Kwan Heng Lee (GIST, Korea)

Yoon Joon Lee (KAIST, Korea)

Yung Lyul Lee (Sejong University, Korea)

Riccardo Leonardi (Universita degli Studi di Brescia, Italy)
Jin Jang Leou (National Chung Cheng University, Taiwan)
Michael Lew (University of Leiden, The Netherlands)

Chung Sheng Li (IBM, USA)

Kin Li (Microsoft, USA)

Mingjing Li (Microsoft Research Asia, China)

Rainer Lienhart (University of Augsburg, Germany)

Chia Wen Lin (National Chung Cheng University, Taiwan)
David Lin (National Chiao Tung University, Taiwan)

Weisi Lin (Agency for Science, Technology and Research, Singapore)
Wanquan Liu (Curtin University of Technology, Australia)
Kai Kuang Ma (Nanyang Technological University, Singapore)
Wei Ying Ma (Microsoft Research Asia, China)

Young Shik Moon (Hanyang University, Korea)

Chong Wah Ngo (City University of Hong Kong, Hong Kong)
Vincent Oria (New Jersey Institute of Technology, USA)

Rae Hong Park (Sogang University, Korea)

Peter Pyun (Hewlett-Packard, USA)

Anthony Reeves (Cornell University, USA)

Kang Hyeon Rhee (Chosun University, Korea)

Takahiro Saito (Kanagawa University, Japan)

Philippe Salembier (Universitat Politecnica de Catalunya, Spain)
Peter Schelkens (Vrije Universiteit Brussel, Belgium)

Nicu Sebe (University of Amsterdam, The Netherlands)
Timothy K. Shih (Tamkang University, Taiwan)

Dong Gyu Sim (Kwangwoon University, Korea)

John R. Smith (IBM T. J. Watson Research Center, USA)
Lifeng Sun (Tsinghua University, China)

Luis Torres (Universitat Politecnica de Catalunya, Spain)
Hsiao-Rong Tyan (Chung Yuan Christian University, Taiwan)
Shekhar Verma (Indian Institute of Information Technology, India)
Chee Sun Won (Dongguk University, Korea)



Organization

You Jip Won (Hanyang University, Korea)

Lingda Wu (National University of Defense Technology, China)
Changsheng Xu (Agency for Science, Technology and Research, Singapore)
Youngjun Francis Yoo (Texas Instruments, USA)

Lu Yu (Zhe Jiang University, China)

Ley Zhang (Microsoft Research Asia, China)

Xiao-Ping Zhang (Ryerson University, Canada)

Additional Reviewer List

Jeong-Hwan Ahn (Samsung AIT, Korea)

Hee Jun An (Seoul National University of Technology, Korea)
Jaakko Astola (Tampere University of Technology, Finland)
Marcos Avilés Rodrigdlvarez (Universidad Politécnica de Madrid, Spain)
Konsung Bae (Kyungpook National University, Korea)
Joong-Hwan Baek (Hankuk Aviation University, Korea)
Hyokyung Bahn (Ewha Womans University, Korea)
Raphaele Balter (France Telecom R&D, France)

Gaspard Breton (France Telecom R&D, France)

David Cailliere (France Telecom R&D, France)

Kyung-Ae Cha (Daegu University, Korea)

Ching-Han Chen (I-Shou University, Taiwan)

Adrian David Cheok (National University of Singapore, Singapore)
Hoyong Choi (Chungbuk National University, Korea)
Jong-Soo Choi (Chung-Ang University, Korea)

Sumi Choi (Sejong University, Korea)

Ho-Yong Choi (Chungbuk National University, Korea)

Ki Dong Chung (Pusan National University, Korea)

Thomas Di Giacomo (University of Geneva, Switzerland)
Jean-Pierre Evain (European Broadcasting Union, France)
Victor Fernandez (UAM (ES), Spain)

Masaaki Fujiyoshi (Tokyo Metropolitan University, Japan)
Wen Gao (Joint Research & Development Laboratory, China)
Takayuki Hamamoto (Tokyo University of Science, Japan)
JungHyun Han (Korea University, Korea)

Mahnjin Han (Samsung AIT, Korea)

Dongsoo Har (GIST, Korea)

Jun Heo (Konkuk University, Korea)

HyunKi Hong (Chung-Ang University, Korea)

Jin-Woo Hong (ETRI, Korea)

Ki-Sang Hong (POSTECH, Korea)

Eenjun Hwang (Korea University, Korea)

Euee S. Jang (Hanyang University, Korea)

Ju-wook Jang (Sogang University, Korea)

Byeungwoo Jeon (Sung Kyun Kwan University, Korea)

IX



X Organization

Jechang Jeong (Hanyang University, Korea)

Xiaoyue Jiang (Northwestern Polytechnical University, China)
Xiaogang Jin (Zhejiang University, China)

Nam Ik Joe (Seoul National University, Korea)

Inwhee Joe (Hanyang University, Korea)

Jae Hak Jung (Inha University, Korea)

Soon Ki Jung (Kyungpook National University, Korea)
Sung-Hwan Jung (Changwon National University, Korea)
Dong Wook Kang (Kookmin University, Korea)
Hong-Goo Kang (Yonsei University, Korea)

Hyun-Soo Kang (Chungbuk National University, Korea)
Mun Gi Kang (Yonsei University, Korea)

Sooyong Kang (Hanyang University, Korea)

Mohan Kankanhalli (National University of Singapore, Singapore)
Hirokazu Kato (Osaka University, Japan)

Stefan Katzenbeisser (Technische Universitdt Miinchen, Germany)
Bo Yon Kim (Kangwon National University, Korea)
Chong-kwon Kim (Seoul National University, Korea)
Changick Kim (ICU, Korea)

Doh-Suk Kim (Lucent Technologies, USA)

Gerard Jounghyun Kim (POSTECH, Korea)

HyungJun Kim (Korea University, Korea)

Jaejoon Kim (Daegu University, Korea)

Jong-Nam Kim (Pukyong National University, Korea)
JongWeon Kim (Sangmyung University, Korea)

Keunho Kim (Samsung AIT, Korea)

Laehyun Kim (KIST, Korea)

Mun Chul Kim (ICU, Korea)

Sangwook Kim (Kyungpook National University, Korea)
Sang-Wook Kim (Samsung AIT, Korea)

Weon-Goo Kim (Kunsan National University, Korea)
Whoi-Yul Yura Kim (Hanyang University, Korea)
Won-Ha Kim (Kyung Hee University, Korea)
Wook-Joong Kim (ETRI, Korea)

Yong Kuk Kim (Sejong University, Korea)

Young Yong Kim (Yonsei University, Korea)

Youngseop Kim (Dankook University, Korea)

Hideaki Kimata (NTT Advanced Technology, Japan)
Lisimachos P. Kondi (State University of New York, USA)
Alex C. Kot (Nanyang Technological University, Singapore)
Sunil Kumar (Clarkson University, USA)

No-Yoon Kwak (Cheonan University, Korea)

Gauthier Lafruit (IMEC-DESICS-Multimedia, Belgium)
Chulhee Lee (Yonsei University, Korea)

Haeyoung Lee (Hongik University, Korea)



Organization

Heung-Kyu Lee (KAIST, Korea)

Jeong-Gun Lee (University of Cambridge, UK)

MeeSuk Lee (ETRI, Korea)

Minkyu Lee (Lucent Technologies, USA)

Sang Hwa Lee (Seoul National University, Korea)

Sang Wook Lee (Sogang University, Korea)

Sangyoun Lee (Yonsei University, Korea)

Seok-Pil Lee (KETI, Korea)

Seong-Won Lee (Kangwon National University, Korea)
Si-Woong Lee (Hanbat National University, Korea)

Suk-Hwan Lee (Tongmyong University, Korea)

Yugyung Lee (University of Missouri, USA)

Igor Lemberski (Transport and Telecommunication Institute, Latvia)
Jae Hyuck Lim (Yonsei University, Korea)

B. S. Manjunath (University of Califormnia Santa Barbara, USA)
Yannick Maret (Ecole Polytechnique Fédérale de Lausanne, Switzerland)
Jeonghoon Mo (ICU, Korea)

Sang Man Mo (Chosun University, Korea)

Francisco Morédn Burgos (Universidad Politécnica de Madrid, Spain)
Hiroaki Morino (Shibaura Institute of Technology, Japan)
Hiroshi Murase (Nagoya University, Japan)

Jae Yul Nam (Keimyung University, Korea)

Jeho Nam (ETRI, Korea)

Yang-Hee Nam (Ewha Womans University, Korea)

Tobias Oelbaum (Technische Universitit Miinchen, Germany)
Seoung-Jun Oh (Kangwon National University, Korea)

Joonki Paik (Chung-Ang University, Korea)

Sung Bum Pan (Chosun Universirty, Korea)

Zhigeng Pan (Zhejiang University, China)

Raveendran Paramesran (University of Malaya, Malaysia)
Changhan Park (Chung-Ang University, Korea)

Changhoon Park (University of Tokyo, Japan)

Dong-Kwon Park (Ubix System Inc., Korea)

HyunWook Park (KAIST, Korea)

Jong-Il Park (Hanyang University, Korea)

Seung Kwon Park (Hanyang University, Korea)

In Kyu Park (Inha University, Korea)

Fernando Pereira (IST(PT), Portugal)

Sylvain Prat (France Telecom R&D, France)

Marius Preda (Institut National des Télécommunications, France)
Safavi-Naini Rei (University of Wollongong, Australia)

Kyung Hyune Rhee (PuKyong National University, Korea)

Yong Man Ro (ICU, Korea)

Yeonseung Ryu (Myongji University, Korea)

Shin'ichi Satoh (National Institute of Informatics, Japan)

XI



XII Organization

Yong Duk Seo (Sogang University, Korea)

Jaehong Shim (Chosun University, Korea)

Seokjoo Shin (Chosun University, Korea)

Jitae Shin (Sungkyunkwan University, Korea)

Yoan Shin (Soongsil University, Korea)

Kwang-Hoon Son (Yonsei University, Korea)
Sung-Hoon Son (Sangmyung University, Korea)
Wookho Son (ETRI, Korea)

Hwangjun Song (POSTECH, Korea)

Junehwa Song (KAIST, Korea)

Po-Chyi Su (National Central University, Taiwan)

Doug Young Suh (KyungHee University, Korea)
Sanghoon Sull (Korea University, Korea)

Huifang Sun (Mitsubishi Electric Research Labs, USA)
Seyoon Tak (Samsung AIT, Korea)

Tomokazu Takahashi (Nagoya University, Japan)
Rin-ichiro Taniguchi (Kyushu University, Japan)

Ronald M. Tol (Philips Applied Technologies, The Netherlands)
Chun-Jen Tsai (National Chiao Tung University, Taiwan)
Gi-Mun Um (ETRI, Korea)

S. Verma (Indian Institute of Information Technology and Management, India)
Semyung Wang (GIST, Korea)

Lin Weisi (Institute for Infocomm Research, Singapore)
Duminda Wijesekera (George Mason University, USA)
Woontack Woo (GIST, Korea)

Jeong-Hyu Yang (LG Electronics, Korea)

Jianjun Ye (Harbin Institute of Technology, China)
Changhoon Yim (Konkuk University, Korea)

Naokazu Yokoya (Nara Institute of Science and Technology, Japan)
Chuck Yoo (Korea University, Korea)

Hui Zhang (Samsung AIT, China)



Table of Contents — I

New Panoramic Image Generation Based on Modeling of Vignetting
and [lumination Effects
Dong-Gyu STm ... ..o

Virtual Object Placement in Video for Augmented Reality
Jong-Seung Park, Mee Young Sung, Sung-Ryul Noh ...............

Realtime Control for Motion Creation of 3D Avatars
Dong Hoon Kim, Mee Young Sung, Jong-Seung Park, Kyungkoo Jun,
Sang-Rak Lee. .. ...

Environment Matting of Transparent Objects Based on
Frequency-Domain Analysis
I-Cheng Chang, Tian-Lin Yang, Chung-Ling Huang ...............

Adaptation of Quadric Metric Simplification to MPEG-4 Animated
Object
Marius Preda, Son Tran, Francoise Préteux ......................

Progressive Lower Trees of Wavelet Coeflicients: Efficient Spatial and
SNR Scalable Coding of 3D Models
Marcos Awilés, Francisco Mordn, Narciso Gareia . .................

An Adaptive Quantization Scheme for Efficient Texture Coordinate
Compression in MPEG 3DMC
Sunyoung Lee, Byeongwook Min, Daiyong Kim, Eun-Young Chang,
Namho Hur, Soo In Lee, Fuee S. Jang............ .. ... ........

Special Effects: Efficient and Scalable Encoding of the 3D
Metamorphosis Animation with MESHGRID

Toan Alexandru Salomie, Rudi Deklerck, Dan Cernea,

Aneta Markova, Adrian Munteanu, Peter Schelkens, Jan Cornelis . . .

Hardware Accelerated Image-Based Rendering with Compressed
Surface Light Fields and Multiresolution Geometry

Masaki Kitahara, Shinya Shimizu, Kazuto Kamikura,

Yashima Yoshiyuki .. .. ...

Adaptive Vertex Chasing for the Lossless Geometry Coding of 3D
Meshes
Haeyoung Lee, Sujin Park ........ .. ... ...,

13

25

37

49

61

73

84

96



X1V Table of Contents — Part 1

Analysis and Performance Evaluation of Flexible Marcoblock Ordering
for H.264 Video Transmission over Packet-Lossy Networks
Changhoon Yim, Wonjung Kim, Hyesook Lim ....................

Motion Perception Based Adaptive Quantization for Video Coding
Chih-Wet Tang . ... ..o e e e e

Hybrid Deblocking Algorithm for Block-Based Low Bit Rate Coded
Images
Kee-Koo Kwon, In-Su Jeon, Dong-Sun Lim ......................

A Cross-Resolution Leaky Prediction Scheme for In-Band Wavelet
Video Coding with Spatial Scalability

Dongdong Zhang, Jizheng Xu, Feng Wu, Wenjun Zhang,

Hongkai Xiong . ... ..

Efficient Intra Prediction Mode Decision for H.264 Video
Seong Soo Chun, Ja-Cheon Yoon, Sanghoon Sull ..................

Optimum Quantization Parameters for Mode Decision in Scalable
Extension of H.264/AVC Video Codec
Seung-Hwan Kim, Yo-Sung Ho . ...... ... .. .. .. . i,

A Metadata Model for Event Notification on Interactive Broadcasting
Service
Kyunghee Ji, Nammee Moon, Jungwon Kang .....................

Target Advertisement Service Using TV Viewers’ Profile Inference
Munjo Kim, Sanggil Kang, Munchurl Kim, Jaegon Kim ...........

Personalized TV Services and T-Learning Based on TV-Anytime
Metadata
HeeKyung Lee, Seung-Jun Yang, Han-Kyu Lee, Jinwoo Hong . ... ...

Metadata Generation and Distribution for Live Programs on
Broadcasting-Telecommunication Linkage Services

Yuko Kon’ya, Hidetaka Kuwano, Tomokazu Yamada,

Masahito Kawamori, Katsuhiko Kawazoe ........................

Data Broadcast Metadata Based on PMCP for Open Interface to a
DTV Data Server
Minsik Park, Yong Ho Kim, Jin Soo Choi, Jin Woo Hong .........

Super-resolution Sharpening-Demosaicking with Spatially Adaptive
Total-Variation Image Regularization
Takahiro Saito, Takashi Komatsu ..............ccviiiiiieanon ..



Table of Contents — Part 1

Gradient Based Image Completion by Solving Poisson Equation
Jianbing Shen, Xiaogang Jin, Chuan Zhow .......................

Predictive Directional Rectangular Zonal Search for Digital Multimedia
Processor
Soon-Tak Lee, Joong-Hwan Baek.......... ... .. .. ... ...,

Motion Field Refinement and Region-Based Motion Segmentation
Sun-Kyoo Hwang, Whoi-Yul Kim ........ ... .. ... oo,

Motion Adaptive De-interlacing with Horizontal and Vertical Motions
Detection

Chung-Chi Lin, Ming-Hwa Sheu, Huann-Keng Chiang,

Chishyan Liaw . ..... ... .. e

All-in-Focus Image Generation by Merging Multiple Differently Focused
Images in Three-Dimensional Frequency Domain
Kazuya Kodama, Hiroshi Mo, Akira Kubota ......................

Free-Hand Stroke Based NURBS Surface for Sketching and Deforming
3D Contents
Jung-hoon Kwon, Han-wool Choi, Jeong-in Lee, Young-Ho Chai . ...

Redeeming Valleys and Ridges for Line-Drawing
Kyung Gun Na, Moon Ryul Jung, Jongwan Lee, Changgeun Song . . .

Interactive Rembrandt Lighting Design
Hongmi Joe, Kyoung Chin Seo, Sang Wook Lee . ..................

Image-Based Generation of Facial Skin Texture with Make-Up
Sang Min Kim, Kyoung Chin Seo, Sang Wook Lee ................

Responsive Multimedia System for Virtual Storytelling
Youngho Lee, Sejin Oh, Youngmin Park, Beom-Chan Lee,
Jeung-Chul Park, Yoo Rhee Oh, Seokhee Lee, Han Oh, Jeha Ryu,
Kwan H. Lee, Hong Kook Kim, Yong-Gu Lee, JongWon Kim,
Yo-Sung Ho, Woontack Woo ......... .. ... .. iiiiiiiiinini...

Communication and Control of a Home Robot Using a Mobile Phone
Kuniya Shinozaki, Hajime Sakamoto, Takaho Tanaka,
Ryohei Nakatsw . .......... oo

Real-Time Stereo Using Foreground Segmentation and Hierarchical
Disparity Estimation
Hansung Kim, Dong Bo Min, Kwanghoon Sohn ...................

XV

257

269

280

291

303

315

327



XVI Table of Contents — Part 1

Multi-view Video Coding Using Illumination Change-Adaptive Motion
Estimation and 2-D Direct Mode
Yung-Lyul Lee, Yung-Ki Lee, Dae-Yeon Kim .....................

Fast Ray-Space Interpolation with Depth Discontinuity Preserving for
Free Viewpoint Video System
Gangyi Jiang, Liangzhong Fan, Mei Yu, Xien Ye, Rangding Wang,
Yong-Deak Kim .. ... ...

Haptic Interaction with Depth Video Media
Jongeun Cha, Seung-man Kim, Ian Oakley, Jeha Ryu,
Kwan H. Lee . ...

A Framework for Multi-view Video Coding Using Layered Depth
Images
Seung-Uk Yoon, Eun-Kyung Lee, Sung-Yeol Kim, Yo-Sung Ho . ... ..

A Proxy-Based Distributed Approach for Reliable Content Sharing
Among UPnP-Enabled Home Networks
HyunRyong Lee, JongWon Kim ....... ... . . .. ..

Adaptive Distributed Video Coding for Video Applications in Ad-Hoc
Networks
Ke Liang, Lifeng Sun, Yuzhuo Zhong ............. ... ... ........

High Speed JPEG Coder Based on Modularized and Pipelined
Architecture with Distributed Control
Fahad Ali Mujahid, Eun-Gu Jung, Dong-Soo Har, Jun-Hee Hong,
Hot-Jeong Lim ...

Efficient Distribution of Feature Parameters for Speech Recognition in
Network Environments
Jae Sam Yoon, Gil Ho Lee, Hong Kook Kim .....................

Magnitude-Sign Split Quantization for Bandwidth Scalable Wideband
Speech Codec
Ji-Hyuk You, Chul-Man Park, Jung-1l Lee, Chang-Beom Ahn,
Seoung-Jun Oh, Hochong Park .......... ... .. ... ... oo ...

Self-timed Interconnect with Layered Interface Based on Distributed
and Modularized Control for Multimedia SoCs
FEun-Gu Jung, Eon-Pyo Hong, Kyoung-Son Jhang, Jeong-A Lee,
Dong-500 Har .. ...

Enhanced Downhill Simplex Search for Fast Video Motion Estimation
Hwai-Chung Fei, Chun-Jen Chen, Shang-Hong Lai ................



Table of Contents — Part 1

Camera Motion Detection in Video Sequences Using Motion
Cooccurrences
Hyun-Ho Jeon, Andrea Basso, Peter F. Driessen .................

A Hybrid Motion Compensated 3-D Video Coding System for Blocking
Artifacts Reduction
Cho-Chun Cheng, Wen-Liang Hwang, Zuowei Shen, Tao Xia . . ... ..

Fast Panoramic Image Generation Method Using Morphological Corner
Detection
Jungho Lee, Woongho Lee, Ikhwan Cho, Dongseok Jeong ...........

Generation of 3D Building Model Using 3D Line Detection Scheme
Based on Line Fitting of Elevation Data
Dong-Min Woo, Seung-Soo Han, Young-Kee Jung, Kyu-Won Lee . ..

Segmentation of the Liver Using the Deformable Contour Method on
CT Images
Seong-Jae Lim, Yong-Yeon Jeong, Yo-Sung Ho ...................

Radial Projection: A Feature Extraction Method for Topographical
Shapes
Yong-1l Kwon, Ho-Hyun Park, Jizue Liu, Mario A. Nascimento .. ..

A Robust Text Segmentation Approach in Complex Background Based
on Multiple Constraints
Libo Fu, Weiqiang Wang, Yaowen Zhan ........... ... ... ......

Specularity-Free Projection on Nonplanar Surface
Hanhoon Park, Moon-Hyun Lee, Sang-Jun Kim, Jong-Il Park ......

Salient Feature Selection for Visual Concept Learning
Feng Xu, Lei Zhang, Yu-Jin Zhang, Wei-Ying Ma . ............ ...

Contourlet Image Coding Based on Adjusted SPIHT
Haohao Song, Songyu Yu, Li Song, Hongkai Xiong ................

Using Bitstream Structure Descriptions for the Exploitation of
Multi-layered Temporal Scalability in H.264/AVC’s Base Specification
Wesley De Neve, Davy Van Deursen, Davy De Schrijver,
Koen De Wolf, Rik Van de Walle . ......... ... .. ... ... ........

Efficient Control for the Distortion Incurred by Dropping DCT
Coefficients in Compressed Domain
Jin-Soo Kim, Jae-Gon Kim ........... . . i

XVII

559

582



XVIII Table of Contents — Part 1

Kalman Filter Based Error Resilience for H.264 Motion Vector Recovery
Ki-Hong Ko, Seong-Whan Kim .......... . ... 664

High Efficient Context-Based Variable Length Coding with Parallel
Orientation
Qiang Wang, Debin Zhao, Wen Gao, Siwei Ma ................... 675

Texture Coordinate Compression for 3-D Mesh Models Using Texture

Image Rearrangement
Sung-Yeol Kim, Young-Suk Yoon, Seung-Man Kim, Kwan-Heng Lee,
Yo-Sung Ho . ..o 687

Classification of Audio Signals Using Gradient-Based Fuzzy c-Means
Algorithm with Divergence Measure

Dong-Chul Park, Duc-Hoai Nguyen, Seung-Hwa Beack,

Sancho Park . ..... .. 698

Variable Bit Quantization for Virtual Source Location Information in
Spatial Audio Coding

Sang Bae Chon, In Yong Choi, Jeongil Seo, Koeng-Mo Sung . ...... 709
The Realtime Method Based on Audio Scenegraph for 3D Sound
Rendering

Jeong-Seon Yi, Suk-Jeong Seong, Yang-Hee Nam ................. 720

Dual-Domain Quantization for Transform Coding of Speech and Audio
Signals
Jun-Seong Hong, Jong-Hyun Choi, Chang-Beom Ahn,
Chae-Bong Sohn, Seoung-Jun Oh, Hochong Park ................. 731

A Multi-channel Audio Compression Method with Virtual Source
Location Information
Han-gil Moon, Jeong-il Seo, Seungkwon Beak, Koeng-Mo Sung. .. ... 742

A System for Detecting and Tracking Internet News Event
Zhen Lei, Ling-da Wu, Ying Zhang, Yu-chi Liw . .................. 754

A Video Summarization Method for Basketball Game
Eui-Jin Kim, Gwang-Gook Lee, Cheolkon Jung, Sang-Kyun Kim,
Ji-Yeun Kim, Whoi-Yul Kim . ... ... i, 765

Improvement of Commercial Boundary Detection Using Audiovisual
Features
Jun-Cheng Chen, Jen-Hao Yeh, Wei-Ta Chu, Jin-Hau Kuo,
Ja-Ling W ..o 776



Table of Contents — Part 1

Automatic Dissolve Detection Scheme Based on Visual Rhythm
Spectrum

Seong Jun Park, Kwang-Deok Seo, Jae-Gon Kim,

Samuel Moon-Ho Song ....... ...

A Study on the Relation Between the Frame Pruning and the Robust
Speaker Identification with Multivariate -Distribution
Youngjeong Lee, Joohun Lee, Hernsoo Hahn ............ ... ... ...

Auto-summarization of Multimedia Meeting Records Based on
Accessing Log
Weisheng He, Yuanchun Shi, Xin Xiao ............ .. ... .......

Towards a High-Level Audio Framework for Video Retrieval Combining
Conceptual Descriptions and Fully-Automated Processes
Mbarek Charhad, Mohammed Belkhatir ..........................

A New Concept of Security Camera Monitoring with Privacy Protection
by Masking Moving Objects
Kenichi Yabuta, Hitoshi Kitazawa, Toshihisa Tanaka . .............

Feature Fusion-Based Multiple People Tracking
Junhaeng Lee, Sangjin Kim, Daehee Kim, Jeongho Shin,
Joonki Paik .. ...

Extracting the Movement of Lip and Tongue During Articulation
Hanhoon Park, Seung-Wook Hong, Jong-Il Park, Sung-Kyun Moon,
Hyeongseok Ko ...... ... .o i

A Scheme for Ball Detection and Tracking in Broadcast Soccer Video
Dawei Liang, Yang Liu, Qingming Huang, Wen Gao ..............

A Shape-Based Retrieval Scheme for Leaf Images
Yunyoung Nam, Fenjun Hwang ....... ... . . ...

Lung Detection by Using Geodesic Active Contour Model Based on
Characteristics of Lung Parenchyma Region
Chul-Ho Won, Seung-Ik Lee, Dong-Hun Kim, Jin-Ho Cho .........

Improved Automatic Liver Segmentation of a Contrast Enhanced CT
Image
Kyung-Sik Seo, Jong-An Park ........ .. ... . . . . . . ..

Automated Detection of Tumors in Mammograms Using Two Segments
for Classification
Mahmoud R. Hejazi, Yo-Sung Ho . ...... ... ... ...

XIX



XX Table of Contents — Part 1

Registration of Brain MR Images Using Feature Information of
Structural Elements
Jeong-Sook Chae, Hyung-Jea Cho . ....... .. .. .. ... ...

Cyber Surgery: Parameterized Mesh for Multi-modal Surgery
Simulation
Qiang Liu, Edmond C. Prakash . .......... ... ... . . oo,

Image Retrieval Based on Co-occurrence Matrix Using Block
Classification Characteristics
Tae-Su Kim, Seung-Jin Kim, Kuhn-Il Lee. .. .....................

Automatic Generation of the Initial Query Set for CBIR on the Mobile
Web
Deok Hwan Kim, Chan Young Kim, Yoon Ho Cho ................

Classification of MPEG Video Content Using Divergence Measure with
Data Covariance
Dong-Chul Park, Chung-Nguyen Tran, Yunsik Lee ................

Image Retrieval Using Spatial Color and Edge Detection
Chin-Chen Chang, Yung-Chen Chou, Wen-Chuan Wu .............

Understanding Multimedia Document Semantics for Cross-Media
Retrieval
Fei Wu, Yi Yang, Yueting Zhuang, Yunhe Pan ...................

Multimedia Retrieval from a Large Number of Sources in a Ubiquitous

Environment
Gamhewage C. de Silva, T. Yamasaki, K. Aizawa .................

Author Index . ... . . .



Table of Contents — I1

Efficient Cache Management for QoS Adaptive Multimedia Streaming
Services
Taeseok Kim, Hyokyung Bahn, Kern Koh . .......................

An Effective Failure Recovery Mechanism with Pipeline Computing in
Clustered-Based VOD Servers

Dongmahn Seo, Joahyoung Lee, Dongkook Kim, Yoon Kim,

Inbum JUng . ... oo

Dynamic and Scalable Caching Algorithm of Proxy Server for Multiple
Videos
Hyung Rai Oh, Hwangjun SOng . ..... ..o,

Dynamic Adaptive Architecture for Self-adaptation in
VideoConferencing System
Chulho Jung, Sanghee Lee, Eunseok Lee .........................

Scalable and Reliable Overlay Multicast Network for Live Media
Streaming

Eunyong Park, Sunyoung Han, Sangjoon Ahn, Hyunje Park,
Sangchul Shin . ...

Apollon : File System Level Support for QoS Augmented I/O
Taeseok Kim, Youjip Won, Doohan Kim, Kern Koh, Yong H. Shin . .

Seamless Video Streaming for Video on Demand Services in Vertical
Handoff
Jae-Won Kim, Hye-Soo Kim, Jae-Woong Yun, Hyeong-Min Nam,
Sung-Jea Ko . ...

MPEG-4 FGS Video Traffic Model and Its Application in Simulations
for Layered Video Multicast
Hui Wang, Jichang Sha, Xiao Sun, Jun Tao, Wei He .............

Dynamic Voltage Scaling for Real-Time Scheduling of Multimedia Tasks
Yeong Rak Seong, Min-Sik Gong, Ha Ryoung Oh,
Cheol-Hoon Lee . ...

Class Renegotiating Mechanism for Guaranteed End-to-End QoS over
DiffServ Networks
Dai-Boong Lee, Hwangjun SOng..........c..ciuiiiiiiniinenao..

12

24

36

48

59

71

83

94



XXII Table of Contents — Part 11

Secure and Efficient ID-Based Group Key Agreement Fitted for Pay-TV
Hyunjue Kim, Junghyun Nam, Seungjoo Kim, Dongho Won ........ 117

A Method of Generating Table of Contents for Educational Videos
Gwang-Gook Lee, Fui-Jin Kim, Jung Won Kang, Jae-Gon Kim,
Whot-Yul Kim .. ... e e e 129

Study of Inter-effect and Behavior of Multimedia Traffic in a
QoS-Enabled Communication Network
Nashwa Abdel-Baki, Hans Peter GrofSimann ...................... 141

Broadcast Synchronizing System Using Audio Watermark
DongHwan Shin, JongWeon Kim, JongUk Choi................... 153

Realistic Broadcasting Using Multi-modal Immersive Media
Sung-Yeol Kim, Seung-Uk Yoon, Yo-Sung Ho..................... 164

Client System for Realistic Broadcasting: A First Prototype
Jongeun Cha, Seung-Man Kim, Sung-Yeol Kim, Sehwan Kim,
Seung-Uk Yoon, Ian Oakley, Jeha Ryu, Kwan H. Lee,

Woontack Woo, Yo-Sung Ho ......... ... ... 176
Proposal of Cooperative Transmission for the Uplink of TDD-CDMA
Systems

Ho Van Khuong, Hyung-Yun Kong ....... .. .. .. . o i, 187

A Novel Scheduler for 1IxEV-DO Type System Supporting Diverse
Multimedia Traffics
Shan Guo Quan, Jeong-Jun Suh, Tae Chul Hong, Young Yong Kim . 200

Proposal of Space-Time Block Coded Cooperative Wireless
Transmission in Rayleigh Fading Channels
Ho Van Khuong, Hyung-Yun Kong ....... .. .. .. i, 212

Downlink Packet Scheduling Based on Channel Condition for
Multimedia Services of Mobile Users in OFDMA-TDD
Ryong Oh, Se-Jin Kim, Hyong-Woo Lee, Choong-Ho Cho .......... 224

An Efficient Channel Tracking Method for OFDM Based High Mobility
Wireless Multimedia System
Kwanghoon Kim, Haelyong Kim, Hyuncheol Park ................. 235

A Novel Key Management and Distribution Solution for Secure Video
Multicast
Hao Yin, Xiaowen Chu, Chuang Lin, Feng Qiu, Geyong Min . ... ... 246



Table of Contents — Part 11 XXIII

A Robust Method for Data Hiding in Color Images
Mohsen Ashourian, Peyman Moallem, Yo-Sung Ho................ 258

A Color Image Encryption Algorithm Based on Magic Cube
Transformation and Modular Arithmetic Operation
Jianbing Shen, Xiaogang Jin, Chuan Zhou ....................... 270

Selective Video Encryption Based on Advanced Video Coding
Shiguo Lian, Zhongzuan Liu, Zhen Ren, Zhiquan Wang............ 281

Key Frame Extraction Based on Shot Coverage and Distortion
Ki Tae Park, Joong Yong Lee, Kee Wook Rim,
Young Shik Moon . ...... ... 291

Secret Message Location Steganalysis Based on Local Coherences of Hue
Xiang-Wei Kong, Wen-Feng Liu, Xin-Gang You .................. 301

Feature-Based Image Watermarking Method Using Scale-Invariant
Keypoints
Hae-Yeoun Lee, Choong-hoon Lee, Heung-Kyu Lee,
Jeho Nam . .o 312

Watermarking NURBS Surfaces
Zhigeng Pan, Shusen Sun, Mingmin Zhang, Daxing Zhang ......... 325

Digital Watermarking Based on Three-Dimensional Wavelet Transform
for Video Data
Seung-Jin Kim, Tae-Su Kim, Ki-Ryong Kwon, Sang-Ho Ahn,
Kuhn-Il Lee ... ... 337

Using Space-Time Coding for Watermarking of Three-Dimensional
Triangle Mesh
Mohsen Ashourian, Keyvan Mohebbi .......... ... ... ... ........ 349

Perceptually Tuned Auto-correlation Based Video Watermarking Using
Independent Component Analysis
Seong-Whan Kim, Hyun-Sung Sung .......... ... ... 360

Invertible Watermarking Scheme for Authentication and Integrity
Kil-Sang Yoo, Mi-Ae Kim, Won-Hyung Lee . ..................... 371

Adaptive Congestion Control Scheme Based on DCCP for
Wireless/Mobile Access Networks
Si-Yong Park, Sung-Min Kim, Tae-Hoon Lee, Ki-Dong Chung . . .. .. 382



XXIV Table of Contents — Part 11

SARS : A Linear Source Model Based Adaptive Rate-Control Scheme
for TCP-Friendly Real-Time MPEG-4 Video Streaming
Eric Hsiao-Kuang Wu, Ming-I Hsieh, Chung-Yuan Knight Chang . . .

Evaluation of a Crossover Router Based QoS Mechanism in Fast Mobile
IPv6 Networks*

Zheng Wan, Zhengyou Wang, Zhijun Fang, Weiming Zeng,

Shigian Wi ... .o

Adaptive and QoS Downlink Multimedia Packet Scheduling for
Broadband Wireless Systems
Seungwan Ryu, Byunghan Ryu, Hyunhwa Seo ....................

A Practical Multicast Transmission Control Method for Multi-channel
HDTYV IP Broadcasting System
Kazuhiro Kamimura, Teruyuki Hasegawa, Haruo Hoshino,
Shigehiro Ano, Toru Hasegawa ................coiiiiiiinin...

MEET : Multicast Debugging Toolkit with End-to-End Packet Trace
Jinyong Jo, Jaiseung Kwak, Okhwan Byeon ......................

Traffic Management for Video Streaming Service over Diff-Serv
Sang-Hyun Park, Jeong-Sik Park, Jae-Young Pyun ................

Scalable and Adaptive QoS Mapping Control Framework for Packet
Video Delivery
Gooyoun Hwang, Jitae Shin, JongWon Kim . .....................

A Frame-Layer Rate Control Algorithm for H.264 Using Rate-
Dependent Mode Selection
Jun-Yup Kim, Seung-Hwan Kim, Yo-Sung Ho ....................

TCP-Friendly Congestion Control over Heterogeneous Wired/Wireless
IP Network
Jae-Young Pyun, Jong An Park, Seung Jo Han, Yoon Kim,
Sang-Hyun Park ........ .

A Balanced Revenue-Based Resource Sharing Scheme for Advance and
Immediate Reservations
Dong-Hoon Yi, JongWon Kim ....... ... .. .. ... .. ... .. .....

Sequential Mesh Coding Using Wave Partitioning
Tae-Wan Kim, Kyoung Won Min, Byeong Ho Choi, Yo-Sung Ho ...

Dimension-Reduction Technique for MPEG-7 Audio Descriptors
Jui-Yu Lee, Shingchern D. You ....... ... ... .. ... . . ...

394

514



Table of Contents — Part 11 XXV

Design of an Asynchronous Switch Based on Butterfly Fat-Tree for
Network-on-Chip Applications
Min-Chang Kang, Eun-Gu Jung, Dong-Soo Har .................. 538

Adaptive Deinterlacing for Real-Time Applications
Qian Huang, Wen Gao, Debin Zhao,
Huifang Sun . ... .. 550

Adaptive MAP High-Resolution Image Reconstruction Algorithm Using
Local Statistics
Kyung-Ho Kim, Yoan Shin, Min-Cheol Hong ..................... 561

Energy-Efficient Cooperative Image Processing in Video Sensor
Networks
Dan Tao, Huadong Ma, Yonghe Liu .. ... .. .. ... .. .. ....... 572

Mathematical PSNR Prediction Model Between Compressed Normal
Maps and Rendered 3D Images
Toshihiko Yamasaki, Kazuya Hayase, Kiyoharu Aizawa ............ 584

Fast Adaptive Skin Detection in JPEG Images
Qing-Fang Zheng, Wen Gao......... ... ... . ... 595

Effective Blocking Artifact Reduction Using Classification of Block
Boundary Area
Jung-Youp Suk, Gun-Woo Lee, Kuhn-1l Lee ...................... 606

Adaptive Rate-Distortion Optimization for H.264
Kwan-Jung Oh, Yo-Sung Ho ........ ... .. .. .. i, 617

Directional Lifting-Based Wavelet Transform for Multiple Description
Image Coding with Quincunx Segmentation
Nan Zhang, Yan Lu, Feng Wu, Baocai Yin....................... 629

Non-periodic Frame Refreshment Based on the Uncertainty Models of

the Reference Frames
Yong Tae Kim, Youngil Yoo, Dong Wook Kang, Kyeong Hoon Jung,
Ki-Doo Kim, Seung-Jun Lee ........ ... .. ... 641

Color Quantization of Digital Images
Xin Zhang, Zuman Song, Yunli Wang, Hui Wang . ............. ... 653

Directional Feature Detection and Correspondence
Wen-Hao Wang, Fu-Jen Hsiao, Tsuhan Chen .................... 665



XXVI Table of Contents — Part 11

An Improvement of Dead Reckoning Algorithm Using Kalman Filter
for Minimizing Network Traffic of 3D On-Line Games
Hyon-Gook Kim, Seong-Whan Kim .......... .. .. ... oo ..

IRED Gun: Infrared LED Tracking System for Game Interface
SeongHo Baek, TaeYong Kim, JongSu Kim,
ChaSeop Im, Chan Lim .. ......... . .

On the Implementation of Gentle Phone’s Function Based on PSOLA
Algorithm
JongKuk Kim, MyungJin Bae ........ .. . .. ..

A Novel Blind Equalizer Based on Dual-Mode MCMA and DD
Algorithm
Seokho Yoon, Sang Won Choi, Jumi Lee, Hyoungmoon Kwon,
Tickho Song ...

Robust Secret Key Based Authentication Scheme Using Smart Cards
Eun-Jun Yoon, Kee-Young Yoo ...... ... .. .. ... ... .. .. .. .. ...

A Dynamically Configurable Multimedia Middleware
Hendry, Munchurl Kim ........ .. e

Adaptive VoIP Smoothing of Pareto Traffic Based on Optimal E-Model

Quality
Shyh-Fang Huang, Eric Hsiao-Kuang Wu, Pao-Chi Chang .........

Indoor Scene Reconstruction Using a Projection-Based Registration
Technique of Multi-view Depth Images
Sehwan Kim, Woontack Woo . ...... .. .. . . i,

Image-Based Relighting in Dynamic Scenes
Yong-Ho Hwang, Hyun-Ki Hong, Jun-Sik Kwon ..................

Stippling Technique Based on Color Analysis
Seok Jang, Hyun-Ki Hong ........... ...,

Photometry Data Coding for Three-Dimensional Mesh Models Using
Connectivity and Geometry Information
Young-Suk Yoon, Sung-Yeol Kim, Yo-Sung Ho....................

Adaptation of MPEG-4 BIFS Scenes into MPEG-4 LASeR Scenes in
MPEG-21 DIA Framework
Qonita M. Shahab, Munchurl Kim ......... ... ... ... .. ...



Table of Contents — Part 11 XXVII

Performance Evaluation of H.264 Mapping Strategies over IEEE
802.11e WLAN for Robust Video Streaming
Umar Iqbal Choudhry, JongWon Kim ........ ... ... oo, 818

Reducing Spatial Resolution for MPEG-2 to H.264/AVC Transcoding
Bo Hu, Peng Zhang, Qingming Huang, Wen Gao ................. 830

Low-Bitrate Video Quality Enhancement by Frame Rate Up-Conversion
and Adaptive Frame Encoding
Ya-Ting Yang, Yi-Shin Tung, Ja-Ling Wu, Chung-Yi Weng ........ 841

Face Recognition Using Neighborhood Preserving Projections
Yanwer Pang, Nenghai Yu, Houqiang Li, Rong Zhang, Zhengkai Liw . 854

An Efficient Virtual Aesthetic Surgery Model Based on 2D Color
Photograph
Hyun Park, Kee Wook Rim, Young Shik Moon.................... 865

Automatic Photo Indexing Based on Person Identity
Seungji Yang, Kyong Sok Seo, Sang Kyun Kim, Yong Man Ro,
Ji-Yeon Kim, Yang Suk Seo ....... ... .. i 877

Bayesian Colorization Using MRF Color Image Modeling
Hideki Noda, Hitoshi Korekuni, Nobuteru Takao, Michiharu Nitmi .. 889

An Efficient Player for MPEG-4 Contents on a Mobile Device
Sangwook Kim, Kyungdeok Kim ...... ... .. .. . i, 900

Conversion Mechanism of XMT into SMIL in MPEG-4 System
Heesun Kim .. ... o 912

Two-Channel-Based Noise Reduction in a Complex Spectrum Plane for
Hands-Free Communication System
Toshiya Ohkubo, Tetsuya Takiguchi, Yasuo Ariki.................. 923

An Efficient Classifier Fusion for Face Recognition Including Varying
Ilumination
Mi Young Nam, Jo Hyung Yoo, Phill Kyu Rhee................... 935

Ilumination Invariant Feature Selection for Face Recognition
Yazhou Liu, Hongzun Yao, Wen Gao, Debin Zhao ................ 946

Specular Removal Using CL-Projection
Joung Wook Park, Jae Doug Yoo, Kwan H. Lee .................. 958



XXVIII  Table of Contents — Part 11

Oriental Color-Ink Model Based Painterly Rendering for Realtime
Application
Crystal S. Oh, Yang-Hee Nam . ..........c.u i ..

An Adjusted-Q Digital Graphic Equalizer Employing Opposite Filters
Yonghee Lee, Rinchul Kim, Googchun Cho, Seong Jong Choi . ......

Interactive Transfer of Human Facial Color
Kyoung Chin Seo, Giroo Shin, Sang Wook Lee . ...................

Panoramic Mesh Model Generation from Multiple Range Data for
Indoor Scene Reconstruction
Wonwoo Lee, Woontack Woo ......... ... . . ..

A Novel Low Latency Packet Scheduling Scheme for Broadband
Networks
FEric Hsiao-Kuang Wu, Ming-I Hsieh, Hsu-Te Lai .. ...............

Creative Cartoon Face Synthesis System for Mobile Entertainment
Junfa Liu, Yigiang Chen, Wen Gao, Rong Fu, Renqin Zhou . .......

Concept and Construction of the Caddy Robot
Florent Servillat, Ryohei Nakatsu, Xiao-feng Wu, Kazuo Itoh . .....

Rapid Algorithms for MPEG-2 to H.264 Transcoding
Xiaoming Sun, Pin Tao ........ ... . 0 i,

A New Method for Controlling Smoke’s Shape
Yongzia Zhou, Jiaoying Shi, Jiarong Yu ....... ... .. ... ... .. .. ..

A Scene Change Detection in H.264/AVC Compression Domain
Sung Min Kim, Ju Wan Byun, Chee Sun Won ...................

Author Index . ... ... .



New Panoramic Image Generation Based on Modeling
of Vignetting and Illumination Effects
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Abstract. In this paper, a new panoramic image generation algorithm is pro-
posed based on more realistic image formation processes. Perspective projec-
tion, lens distortion, vignetting and illumination effects are incorporated into the
proposed panoramic modeling. Intrinsic and extrinsic camera parameters are es-
timated by the proposed stable camera parameter estimation algorithm derived
from panning camera constraints. This paper shows that accurate panoramic
images can be reconstructed based on the proposed camera modeling and pa-
rameters estimation. The effectiveness of the proposed algorithm is also shown
with several image sequences in terms of reconstruction error from the gener-
ated panoramic image.

1 Introduction

Panoramic image generation from multiple images can be widely used for computer
graphics, video coding, object tracking, and omni-directional video representation
[1][2]. In particular, this is possible with an extension of the planar 2D images to a
spherical or cylindrical image plane for wide view representation. The representation
can be used for the visualization of 2D images at a certain viewpoint into every direc-
tion. The technology can be applied to broadcasting and multimedia storage applica-
tions. Furthermore, the accurate panoramic modeling can be utilized in many emerg-
ing applications such as immersive video representation and surveillance camera
systems [3][4]. However, several algorithms based on their individual camera model-
ing have been proposed that suffer from inaccuracy of panoramic image generation
caused by improper camera modeling and unstable parameter estimation.

In this paper, more realistic camera modeling and estimation method are proposed.
For the camera modeling, we employ not only the perspective projection and lens
distortion but also vignetting and illumination change effects. Additionally, we pre-
sent a stable camera parameter estimation algorithm based on panning camera con-
straints. In this paper, the effectiveness of the proposed panoramic image generation
is shown with several video sequences acquired under diverse conditions.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 1 —12, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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2 Camera Model for Panoramic Imaging

Images acquired from a camera depend on intrinsic and extrinsic camera parameters.
Thus, image analysis incorporating an accurate model based on image formation
process would yield better results [5]. In this paper, we consider the perspective pro-
jection imaging, lens distortion, illumination and vignetting effects as shown in Fig. 1.
Lens distortion of an inexpensive wide FOV camera would not be negligible. In cases
of high lens distortion, a straight line will be shown as a curved line in the acquired
image. The radial lens distortion removing terms higher than the fifth order [6][7] can
be denoted by

x, =x, {1+ K,(x:+y)+ K, (x> + y3)*}

, (D
v, =y, 1+ Kl(xj + y§)+ Kz(xj + yj)z}

where (x, y,) and (x,, y,) represent the distorted and undistorted image coordinates,
respectively. We have two parameters (K| and K5) to be estimated during initializa-
tion. Furthermore, we introduce the illumination and vignetting effects by

Ll(x,y)+L : )

A\/xdz + yd2
S

I'(xg5y,) =

V cos®| arctan +1-V

where L' and L° are the illumination parameters and V is the vignetting parameter, A
denotes pixel spacing between two neighboring pixels, and f is a camera focal length.
Ilumination changes are caused by external lighting conditions, and vignetting is the
gradual fading into the surrounding image, caused by the obstruction of incoming
light at a wide angle.

I'(%, 2 I'Gyay)  1(g,np)

P(uy)
o
! L e
i AT e
I o T
[t 1 b L
- ]
3D object
(X.¥,2) Projection  Distortion Vignetting

Fig. 1. Image formation processes
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3 Camera Calibration

Several camera calibration algorithms have been proposed to compute many unknown
variables simultaneously [6][7][8]. However, camera parameter estimation with a
high degree of freedom could result in instability. We propose a new calibration
method for panoramic imaging. By assuming that input images are acquired with a
panning camera, we only need to estimate the focal length and lens distortion.

We estimate the focal length based on the planar perspective relationship between
two consecutive images. A planar perspective transformation that has eight parame-
ters is used to model the images acquired with a moving camera;

\

X m, m m,|x
yi=ogmy my ms|y|, (3)
1 mg m, 111

where (x’,y’,1)" and (x,y,1)” represent the pixel positions in the two images for the
same object point in 3D space. This relation can be rewritten into

' '

_ myx+myy+m, _ myx+myy +my

’ 4)
mgx+m,y+1 mgx+m;y+1

With the panning camera assumption, the equations can be simplified into
X'=myx+m,, y=y.
We can compute m and m;, by a linear regression method with more than two corre-

spondence points, which are detected by block matching.
On the other hand, a point (p) in 3D space is projected by

x'~PRp and x ~ Pp, )]

onto the two images acquired with a rotating camera. Here, the rotation and projection
matrices are defined by

1 o 1 T

_f 0 O
P=0 f 0], ©6)
10 0 1

respectively. Egs. (3) and (5) can be combined into x’ ~VRV 'x and we have
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m, 0 m, oo o1 oo
0 1 0 Fo hi nf | O
0 0 1 ol fomlf

I

The first two rows (columns) of the rotation matrix should have the same norm and be
orthogonal so that we obtain get the following relationship,

fi=—2%. ®)

To estimate lens distortion, we make use of the fact that straight lines in 3D space
should appear as straight lines in the undistorted 2D space. Let (xdij, y([ij) and (x,,ij, y,,ij)
be the jth point on the ith arbitrarily chosen line in the distorted and undistorted im-
ages, respectively. Then, both points should satisfy Eq. (1). Since each line should be
straight, the straightness error can be expressed with

eLij = [(-xul:/'-l - xuij-2)(yul:/' - yuij-l) - (xuij - xuij-l)(yuij-l - yul:/-z)l )]

We can obtain the lens distortion parameters, K; and K5, by minimizing the cost func-
tion,

1 J;i-1
E=Y e}, (10)
i

where I and J; represent the number of lines and the number of points on the ith line,
respectively. The parameters of the cost function are estimated by a gradient descent
method suitable for non-quadratic functions.

4 Panoramic Image Generation

Figure 2 shows the process used in panoramic image generation from multiple images
acquired with a camera panning on its focal point. Input images (IV,,) undergo not
only perspective projection and cylindrical mapping, but also suffer from lens distor-
tion. The relationship between the panoramic image coordinates (u,v) and the undis-
torted coordinates (x,,y,) shown in Fig. 1 can be denoted by

u u
x, =tan(—), y,=v/cos(—). (11)
f f

Given (u,v), the associated distorted coordinates (x,,y;) can be obtained by combining
Egs. (1) and (11). Eq. (1) is a fifth-order polynomial, thus we need a high-order root
finder. However, in cases where the lens has barrel distortion, K| is positive. If K, is
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set to zero, we have one explicit real solution and two imaginary solutions. The real
solution of x, can be obtained by

2 3

X X
= — u s Rt = u
T T N T U
5 ; (12)
A = (Rr + Rx - Qx )s Rx > 0
" |(-R,+4R’-0Q.), otherwise
A+ Q— A #0
x, = A

X

0, otherwise

yq can be computed in the same way as x,;. For the panoramic image generation, a
backward warping is used to generate the cylindrical image, P,,(u,v), from the m-th
distorted image, /V,,, by using a quadratic interpolation.

As shown in Fig. 2(b), the next step is to register all the cylindrical images before
stitching them to produce a panoramic image. In registration, one feature point is
detected by finding a 32x32 window having the maximum variance over an over-
lapped region. The overlapped region is estimated by considering the speed of camera
movement and the number of frames over one scanning period. For the detected fea-
ture point, we can obtain the corresponding point in the next cylindrical image based
on block-based matching. Before blending the registered cylindrical images, the vi-
gnetting effect needs to be estimated and compensated. We can compute the vignet-
ting parameter (V,,) by minimizing the cost function,

overlapped area

EP = Z ePZ(um’vm)

Uy Vi

[)m (um ° Vm )

A,/umz +vm2
S

eP (um ’ vm ) =

+1-V

4
VF cos”| arctan| ,

13)

Pm+1 (um+1 ’ vm+l )

2 2
A\u +v
4 1 1
V, cos’| arctan| — """ | |+1-V

f P

u =u_. +Au

m = Ym+l Vi =V +Avm’

m? m+l1

where (Au,,, Av,,) is a displacement vector. Here, it is assumed that the same vignet-
ting parameter is applied to all the frames that are used in generating the panoramic
image. Lighting conditions are also assumed to be identical in all the frames so that
the illumination parameters do not need to be considered. To obtain one stitched
panoramic image shown in Fig. 2(a), an alpha blending method is applied to each
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consecutive image pair. To make the generated panoramic image rectangular, the
padding algorithm used in MPEG-4’s arbitrary shape coding is employed.

Cylindrical plane Image planes

Focal length, distortion
parameters

l P (uW)
Projection to ) ) Auv)
V,— cylindrical  [—| Registration | Vlgnettmg F Blending Padding —
plane compensation

Fig. 2. Panoramic image generation. (a) Cylindrical mapping and (b) block diagram for pano-
ramic image generation.

S Parameter Estimation and Background Reconstruction

Once the panoramic image has been generated, an incoming input image, 1,(x4y,), can
be generated with several parameters such as illumination and vignetting parameters
and one correspondence point with respect to the panoramic image. First, the input
image is projected onto the cylindrical plane, resulting in P,(u,v). The projection is
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performed in the same way and with the same parameters used in panoramic image
generation. A camera’s panning is represented as translational displacements in the
cylindrical plane. The correspondence point (7,,,T,,) is estimated by minimizing the
cost function:

E=  36.(Pwv)-Pu-T,v-T,)), (14)

allu,vin P, (u,v)

where 8(x) is 0 when x is smaller than 7 and 1 when x is larger than or equal to 7. T
is the standard deviation of ep in Eq. (13). The cost function can be interpreted as the
number of pixels considered as background. We do not use the conventional absolute
error nor square error because they are very sensitive to outliers. In background esti-
mation, the moving object regions would behave as outliers, and the estimates would
deteriorate [9][10]. The input image size and the search space for the correspondence
point over the panoramic image are quite large. For efficient computing, the corre-
spondence point is estimated by using a three-level pyramid structure in minimizing
the cost function.

Estimation for illumination and vignetting parameters and background is per-
formed. A back-projection is performed to convert a part of P,(«,v) in the cylindrical
coordinate corresponding to the input image into an uncompensated background im-
age, B,’ (x4,y4), in the distorted image plane. The back-projection is carried out with
the inverse of the projection used in panoramic image generation by using Eqgs. (1)
and (11). A background image, B, (x,y,), is estimated by compensating for the illumi-
nation and vignetting effects on the uncompensated background as follows:

Ayl oyl
f n

B, (x,,v,):1V, cos*| arctan

n

B,(x;,y,)= 70 . (15)
V,, L, and L," are estimated by optimizing the following energy function:

2 2
B, (x5 ¥,)" {Vn cos‘[arctan[Ax}”"D +1-V, } -L, ,  (16)

E=Yp(l,-B)=2p1,~

where the cost function is defined by

plx)=———. (17)
a

This cost function is introduced for robust estimation against those moving objects
functioning as outliers. The threshold a can be set to the standard deviation of
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Au,. > +v, >
ep(u,,,v, )XV, cos’| arctan) ——""—"— | |41 -V (18)

f

assuming that the error characteristics in input image parametric modeling is similar
to those in panoramic image generation.

6 Experiment Results

The representation capability of the proposed system was evaluated with multiple
video sequences by comparing with JPEG-2000 [11] and MPEG-4 [12] coding.
Table I lists the video sequences used in our evaluation, which were captured with a
Sony camcoder and an Intel USB camera. They include indoor and outdoor scenes to
test the robustness regarding various input sequence characteristics. The evaluation
was performed by turning the automatic control for white balance and exposure time
on and off. Two sequences were acquired by disabling the automatic mode, leading to
fixed exposure time and no white balance. The others were captured with the auto-
matic mode enabled. Automatic control resulted in better quality images. We com-
pared the proposed algorithm, JPEG-2000 and MPEG-4 in terms of PSNR and the
number of bits used in coding. In the case of MPEG-4, the performance was measured
with respect to different frame rates due to the fact that MPEG takes advantage of
temporal redundancy. Furthermore, a low frame rate is commonly used for video
communication and surveillance purpose.

Table 1. Input video sequences

Sequence Size Acquisition Contents pei;mm::rs lelggf;()f
Sequence 1 360x240 Camcorder Indoor Auto 157
Sequence 2 360x240 Camcorder Indoor Fixed 170
Sequence 3 320x240 USB camera Indoor Auto 212
Sequence 4 360x240 Camcorder Outdoor Auto 169

Fig. 3. Panoramic background image obtained after cylindrical mapping
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Fig. 4. PSNR of video sequences with and without the illumination and vignetting parameters.
(a) Sequence 1, (b) sequence 2, (c) sequence 3 and (d) sequence 4.
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(c) (d)

Fig. 5. Reconstructed image without any moving objects. (a) Proposed panoramic modeling
(28.3 dB), (b) JPEG-2000 (28.2 dB), (¢) MPEG-4, 10 frame/s (29.5 dB) and (d) MPEG-4, 1
frame/s (28.4 dB).

Table 2. Comparison of the proposed algorithm, JPEG-2000, and MPEG-4 with four video
sequences in terms of PSNR and coded data bytes/frame

Panoramic MPEG-4
modeling JPEG-2000
only 10 frames/s 5 frames/s 1 frame/s
Sequence 1 26.6 (11) 26.2 (587) 29.9 (557) 29.5 (658) 27.9 (1854)
Sequence 2 25.7(11) 25.3 (455) 29.8 (560) 29.3(714) 28.2 (1872)
Sequence 3 23.2(11) 23.6 (389) 29.9 (534) 29.9 (570) 28.5(1819)
Sequence 4 19.8 (11) 19.6 (501) 26.1 (1598) 26.0 (1882) 25.2(5899)

Figure 3 shows a panoramic background image generated by the proposed algo-
rithm for sequence 1. A seamless panoramic image has been obtained by following
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the steps in Fig. 2(b). This background image can be now coded with JPEG-2000 and
transferred to the decoder side.

Table II compares the proposed algorithm, JPEG-2000, and MPEG-4 in terms of
PSNR and the number of bytes/frame with four video sequences. The panoramic
modeling alone leads to moderate PSNRs with as small as 11 bytes. Thus, compared
with JPEG-2000, our algorithm is quite effective in those sequences with no moving
objects. The performance of MPEG-4 deteriorates as the frame rate decreases due to
its reliance on temporal redundancy.

Figure 4 shows the PSNR using our algorithm with and without the illumination
and vignetting parameters. Employing these parameters improves the image quality
by 1-2 dB. As shown Fig. 5, the subjective image quality of the proposed algorithm is
better than that of conventional algorithms, even though they have all similar PSNR
values. There are no blocky or ringing artifacts in the proposed panoramic representa-
tion.

7 Conclusion

In this paper, a new panoramic image generation algorithm is proposed based on more
realistic image formation processes. Perspective projection, lens distortion, vignetting
and illumination effects are incorporated into the proposed panoramic modeling. In-
trinsic and extrinsic camera parameters are estimated by the proposed stable camera
parameter estimation algorithm derived from panning camera constraints. It is shown
that the proposed algorithm is effective to generate a panoramic image from acquired
images in terms of objective and subjective assessments. Further study will be fo-
cused on application of the proposed algorithm to surveillance systems.
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Abstract. This article describes a method to insert virtual objects into
a real video stream based on feature tracking and camera pose estimation
from a set of single-camera video frames. To insert or modify 3D shapes
to target video frames, the transformation from the 3D objects to the
projection of the objects onto the video frames should be revealed. It is
shown that, without a camera calibration process, the 3D reconstruction
is possible using multiple images from a single camera under the fixed
internal camera parameters. The proposed approach is based on the sim-
plification of the camera matrix of intrinsic parameters and the use of
projective geometry. The method is particularly useful for augmented
reality applications to insert or modify models to a real video stream.
Several experimental results are presented on real-world video streams,
demonstrating the usefulness of our method for the augmented reality
applications.

Keywords: video editing, metric reconstruction, texture blending, fea-
ture tracking.

1 Introduction

A flexible synthesis of real environments with virtual objects is interested in wide
range of augmented reality applications. Methods of virtual view generation can
be classified into two categories: In the first category, a full 3D structure of the
scene is constructed and then reprojected in order to generate a virtual view[1].
The main issue in this approach is the problem of generating a full 3D model
from 2D information. Though several novel methods have been presented based
on multiple view geometry[2], the 3D reconstruction problem is still an ill posed
problem. In the second category, virtual views are directly generated without
having to estimate the scene structure[3]. This approach reconstructs virtual
views from a set of reference views without concerning the geometric structure.
However, these approaches require a considerable amount of computational cost
to compute dense correspondences and also to generate virtual views from a
moving user-defined viewpoint.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 13-24, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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This paper describes a method to generate real-time virtual views in which
real objects observed by a camera are replaced with virtual objects. Our approach
to the virtual view generation falls into the first category which requires relatively
cheap computational cost. To avoid numerical instability of 3D reconstruction,
our method finds and tracks only a moderate number of apparent feature points.

Two main subtasks are camera pose estimation relative to the real object and
seamless video blending. Camera pose estimation is to find the camera positions
and orientations relative to the target object. In typical augmented reality appli-
cations, there are two types of camera pose estimation: marker-based approaches
and motion-based approaches: Marker-based approaches utilize a simple black
and white marker for ecasy detection and tracking of the marker area[4][5]. In
these kind of applications, the marker plays a key role for the camera pose esti-
mation. On the other hand, motion-based approaches track many feature points
and recover camera motion parameters from the point correspondences [1]. The
current state of the art technology provides solutions that can be applied only
under strict conditions. A common constraint is to assume that all the images
are taken by exactly the same camera, without change of focus or zoom. Existing
theory and algorithms have been restricted to constant camera parameters. The
image axes can be assumed orthogonal and often the aspect ratio is known.

In the past few years some preliminary research results have been presented
on the 3D construction using single-camera images. Recently, Kahl [6] presented
a method to model smoothness constraints about the random camera motion
such as the motion of hand-held video cameras. With developing a maximum
a posteriori (MAP) estimator, a way to estimate both Euclidean structure and
motion was proposed. Heyden [7] proposed a method to improve the estima-
tion quality of the absolute quadric refined by a nonlinear technique and more
accurate Fuclidean reconstruction.

A video blending task is related to the overlay of virtual objects, replacing real
objects with virtual objects, or removing real objects[8]. Blending approaches
should consider the scene depth structure in composition to become accepted
the real and virtual objects for augmented reality applications [9]. Moreover,
it is preferred to figure out and reconfigure the illumination conditions so that
the virtual objects and the real objects share a common lighting environment.
Though there have been some works on the geometry of the light sources[10],
determining reflectance and light position is still a difficult problem in the image
analysis field.

Our 3D reconstruction system consists of three steps: feature tracking, met-
ric reconstruction, and object insertion. Fig. 1 illustrates the overall steps of our
method. First, good features are selected and tracked for input video frames.
Good features include most corner points of real objects and any other points
that can be reliably tracked. Second, camera poses are estimated using the fea-
ture correspondences. Finally, virtual objects are inserted to target positions
according to the camera poses. The target positions are identified from the user
initialization of object corners at the first frame.
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Input Video Frame (for the first frame in tracking)
< User Initialization of
Feature Tracking Object Corners

Camera Pose Estimation Virtual Object Model

Object Transformation

- . Object Projection
Finding Real Object Textures

Computing Object Textures

Texture Blending

}

Output Video Frame

Fig.1. Steps of our video synthesis system

This paper is organized as follows. A feature tracking and camera parame-
ter estimation method is described and the algorithm for 3D reconstruction is
detailed in Section 2. In Section 3, we explain the object insertion and texture
blending process. The last two sections give experimental results and conclusion.

2 Object Pose Estimation

The video analysis process to insert a virtual object into a video stream is one of
formidable tasks in augmented reality applications. The difficulty comes mainly
from the fact that little information is available at the beginning process. Except
for a few restrict assumptions such as a basic pinhole camera model, rigid scene,
and diffuse reflectance characteristics of the surface, neither the world geometry
nor the camera geometry is known.

To insert a virtual object, we must know where the real world objects lies.
The camera pose tracking is a problem of obtaining the relative camera-to-object
position and orientation. With a prior knowledge of model geometry, it can be
done by simply tracking feature points. In our approach, the model geometry is
assumed to be unknown. The tracking features do not have to lie on a specific real
object. The only assumption is that initial reference positions are assigned by
the user at the first image frame to indicate the target place of object insertion.
For each frame, the camera pose is computed only from feature correspondences
without using any model geometry.

2.1 Feature Tracking

We compute the object pose relative to the camera coordinate system using
feature correspondences between two images. However, reliable pixel correspon-
dences are difficult to obtain, especially over a long sequence of images: Region
tracking using motion segmentation methods often fails to detect the motions of
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low textured region[11]. Feature-tracking techniques often fail to produce correct
matches due to large motions, occlusions, or ambiguities. Furthermore, errors in
a frame are likely to propagate to all subsequent frames. However, there are
some clues to break through the difficulties. Outlier rejection techniques can re-
duce these problems. Knowledge of camera parameters or epipolar geometry can
simplify the correspondence problem.

A valid and powerful assumption is the fact that the motion between frames
is generally small. In this case, the feature coordinates and the intensity distrib-
ution around the features will be alike in two images. Besides, if the feature to be
matched is remarkably different from its surroundings, it is allowed to reduce the
search complexity and to match features using intensity cross correlation. Cross
correlation is a well known method to estimate how two patterns are correlated.
For each feature point m; in the first image I, we use a correlation window of
size (2N +1) x (2M +1) and perform a correlation operation between m; and all
features ms lying within a search area in the second image I5. The correlation
score is evaluated as

s(my, ms) Z S (g am) — 3m0)] [y (me) — gma) /(1)

—N j=—M

where d = (2N +1)(2M +1)/0?(m1)o?(ms), ¢;;(my) is the intensity at point
my, + (4,7) in image I, (mk) is the average intensity at point my of I, and
o(my,) is the standard deviation of Ij, in the neighborhood of my. Based on the
correlation score and spatial consistency, we obtain a large enough number of
accurate feature correspondences between two consecutive image frames.

2.2 Obtaining Camera Parameters

When a camera moves, the camera coordinates of scene points are also changed
[2]. A camera movement causes unknown camera extrinsic parameters to be
considered: R for camera rotation and t for camera translation. The reconstruc-
tion problem is directly related to the computation of these camera parameters.
When all the parameters of the camera are given, the reconstruction is straight-
forward. Many of the previous works assume that the intrinsic camera para-
meters are known. Computing camera motion with known intrinsic parameters
is the well-known relative orientation problem and several effective methods are
available[12]. In many practical augmented reality applications, however, assum-
ing fixed intrinsic parameters or off-line calibration is not suitable. Hence, we are
going to focus on the case of a single camera with unknown intrinsic parameters
and unknown motion. The only available information is the video sequence.
Before computing metric calibration, an affine calibration is computed first,
or equivalently, the plane at infinity is located first in the projective space,
which is observed to be the most difficult step. Armstrong et al. [13] obtained
the affine calibration using some views of pure translations. With additional
views of general motions, a metric calibration can be easily obtained. Hartley
[14] proposed an algorithm by using dense search. Pollefeys and Gool [15] show
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a nonlinear algorithm based on modulus provides one polynomial equation of
degree four in the coefficients of the infinity plane.

A 3D point M is projected into an image point m which is the intersection
of the retinal plane with the line passing M and the optical center. Let X =
(X,Y, Z) be the coordinates of M in the world coordinate system and x = (u, v)
the pixel coordinates of m. Let X and x be the homogeneous notations of X
and x, respectively. Then, the transformation from X to x is given by Ax = PX
where A is an arbitrary nonzero scalar. The 3 x 4 matrix P is called the camera
matriz. Using a QR factorization, the camera matrix P can be decomposed into
the product form: P = K[R|t] . The 3 x 3 matrix K has five unknowns: the
focal lengths in two image directions (o, and «y), the principal point in terms
of pixel dimensions (zg and yo), and the skew parameter (s) which is close to
zero in most cases. The matrix K depends on the intrinsic parameters only. The
extrinsic parameters represent the rigid transformation that aligns the camera
reference frame and the world reference frame and they are encoded by the
rotation matrix R and the translation .

Auto-calibration is the process of determining both internal parameters and
external parameters directly from multiple uncalibrated images. The general
approach has two steps: First obtain a projective reconstruction (P?, X7). Then
determine a rectifying homography H from auto-calibration constraints, and
transform to a metric reconstruction (P*H, H 1 X7 ) We assume that there are
m cameras with projection matrices Pj,, i = 1,...,m. The coordinates of 3D
points in Euclidean world frame are denoted by X o @ =1,...,n. Then, the i'th
camera projects X zjw to an image point z° = P}, X3, J . The cahbrated cameras may
be written as Pi, = K'[R'[t'] for i = 1,...,m. The projective cameras P° are
related to P, by P]& = P'H where H is an unknown homography. The absolute
dual quadric §2* is the symmetric 4 x 4 rank 3 matrix. In a Euclidean frame, 2*
has the form I = diag(1,1,1,0) and, in a projective frame, 2* has the form 2* =
HIHT . The absolute dual quadric £2* projects to the dual image of the absolute
conic w** and we have w*’ = P'2* P'T" [2]. The matrix £2* may be determined
in the projective reconstruction from constraints on intrinsic parameters. Then
the homography H is also determined by decomposing 2* as H THT. Since
2* is a real symmetric matrix a decomposition of 2* is easily computed using
Jacobi’s eigenvalue decomposition algorithm. H~! is a homography that takes
the projective frame to a Euclidean frame. We get a metric reconstruction by
applying H~! to the points and H to the cameras.

2.3 Metric Reconstruction

With some constraints on intrinsic parameters we can obtain an initial guess

by a linear method. Assume that the principal point is known. We change the

image coordinates so that the origin corresponds to the principal point: zy =

1Yo = 0. Moreover we assume that the skew is zero: s = 0. These two constraints

signiﬁcantly simplify the problem. The dual image of the absolute conic becomes
= diag(a?2, a ,1) and the three equations follows from the zero entries:

(P'2*PT), 5 =0,(P*PT) 3 =0,(P2*PT)y3=0 (2)
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For m views, there are 3m constraints. The estimation of 2* is a problem of
the linear system. Since the matrix is symmetric, it is parametrized linearly by
a 10D vector x:

X = [CI11,Q12,(]13,(]14,(]22, 423, 424, CI33,Q34,(]44]T

Rearranging (2) into a matrix equation of the form Ax = 0 where A is a 3m x 10
coefficient matrix from P?, we get a usual linear system. A least-squares solution
of Ax = 0 is obtained using the SVD. From three images 12 equations are
available and a least-squares solution is obtained.

The homography H is obtained by decomposing £2*. Then, by applying H ~*
to the points and H to the cameras, we get a metric reconstruction. The rank 3
constraint does not be enforced and the absolute dual quadric £2* computed by
the linear method will not be rank 3 in general. A rank 3 matrix can be obtained
by setting the smallest eigenvalue to zero in the eigenvalue decomposition. The
rank 3 matrix can be used as an initial value for an iterative method.

The calibration matrix K’ of each camera may be computed directly by
computing w** = P'2*PT and by Cholesky factorization from the equation
w* = K'K'T. However, there is a difficulty in enforcing the condition that £2*
is positive semi-definite. If £2* is not positive semi-definite, w* would not be
positive-definite and w* cannot be decomposed using Cholesky factorization to
compute the calibration matrix.

3 Object Image Blending

Once we recover the scene structures and camera parameters using the
method described in the previous section, it is possible to insert virtual ob-
jects into the video frames. Since virtual objects are provided with their local
coordinates and the recovered scene is represented with world coordinates, we
should transform the virtual objects to the world coordinate system. A user
manually assigns four corresponding points of a virtual object and the recovered
scene structure by clicking their image points. Using the correspondences, the
local to world transformation matrix is computed. The texture blending process
is shown in Fig. 2. Now the virtual object is projected to each video frame using
the recovered camera projection matrix and the image regions for the object are
found. For each projected face, the texture pixels are computed from the tex-
tures of the virtual object. For each inner position (z,y) of the projected face,
the color f/(xz,y) of the pixel is determined by the color f(u,v) at the input
frame and and also by the color ¢(x,y) at the virtual 3D object. The weight for
t(x,y) is increased when the position is close to a face edge.

To make the blended view photo-realistic, we fully implemented the entire
steps of transformations and texture mapping. For the visible faces, the corre-
sponding textures are projected to the image space with a suitable interpolation
scheme. For the fast rendering, we trace the projected area on the frames and
determine the pixel color for each pixel position.
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Fig. 2. Computation of target pixel colors for the object placement

Texture fusion process should consider the two important aspects: edge blend-
ing and illumination changes. The blended textures should change accordantly
across the projected edges. Abrupt changes cause seams which make unnat-
ural blending. To replace the original frame textures into virtual object textures
without seams, near edge pixels should reflect original frame colors. Though the
illumination of the virtual object textures and that of the real frame textures
could possibly be significantly different, adjusting overall brightness of virtual
object textures to that of the real frame textures decreases the difference of the
illumination and hence increases the output quality.

4 Experimental Results

The proposed feature tracking and 3D recovery method has been implemented
and experiments have been performed on a desktop computer. For an initial
frame, a number of corner points are extracted. Among them, the user selects
target positions which indicate the locations of corresponding corners of a virtual
object to be inserted. The feature tracker tracks all the extracted corner points
including the selected points. Using tracking results metric reconstruction is per-
formed. The features should be tracked along at least three consecutive frames.
The target virtual object is projected to each frame using the reconstructed cam-
era projection matrix. There would be small errors between the tracked points
and the projected points. Fig. 3 shows an example of such errors. The black
circles are the user clicked positions and the red lines are the projection of a
rectangle of the recovered structure. From the four selected corner positions, we
obtained stable tracking and reconstruction results which are shown in Fig. 4.
For each position, the reprojection error was at most 3 pixels. The tracking ac-
curacy is very critical since the metric reconstruction is directly influenced by
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Fig. 3. The tracked points and projected target image region
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Fig. 4. Distances between projection points and tracked points

Fig. 5. Test images from the house frames (upper) and the village frames (lower)

the tracking accuracy. Fig. 5 and Fig. 6 show two test results of metric recon-
struction. The actual size of the structure needs not be considered since only
the relative depths of object faces are used in the blending stage. Once a metric
structure is available, a wide range of video synthesis applications are possible.
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Fig. 7. The chessboard frames (upper) and the blended frames (lower)

Fig. 7 shows the input video frames with tracked points and the modified

video frames using a simple external texture. The gab between the projected
boundary and the region of the checkerboard rectangle is indistinguishable. In
Fig. 8, a virtual desktop calendar is placed at the real desktop calendar. The
tracking of the corners is robust and the virtual calendar is not oscillated even

when the camera moves or rotates abruptly. Fig. 9 shows results of seamless edge
blending applied to the desktop calendar test set. The upper left figure is an input
frame. We placed a rectangular object using a simple texture replacement (upper
middle) and using a seamless edge blending (upper right). The lower figures show
the magnified views of the upper right corner areas. Similar textures could be
replaced to give better image quality or to enhance the visibility. In Fig. 10, a
used tissue box (upper) is replaced by a new tissue box with a brighter texture.
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Fig. 9. Comparison of a simple texture blending and a seamless edge blending

Several other experiments also verified that our system works well for real
video streams in which objects are static and the motion of the camera is dom-
inant.

5 Conclusion

We proposed a method of 3D structure reconstruction and blending using a
single-camera video stream. Our approach is based on a simplification of camera
parameters and the use of projective geometry without camera calibration.
The proposed method can be applied to many practical applications. For ex-
amples, the method can be used as a core module for reconstruction systems of
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Fig. 10. Three sample images from the tissue box video frames(upper)and the blended
video frames (lower)

architecture buildings, real-world environment modelers from videos, measure-
ment applications, camera pose control systems, and other applications. The
method is particularly useful to augmented reality applications to insert virtual
3D objects to a real video stream.

Future work still remains. It has been not an easy problem to detect occlusion
and fill the holes on the reconstructed surfaces. The high order surface equations
should be approximated to substitute appropriate surface patches. Noisy points
prohibit accurate estimation of structure geometry and we need to develop a
more reliable method which is robust to outliers.

Acknowledgement. This work was supported by the Ministry of Commerce,
Industry and Energy (MOCIE) through the Incheon IT Promotion Agency
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Abstract. In this paper, we are proposing a new mechanism for controlling 3D
(three dimensional) avatars to create user-designed peculiar motions of avatars
in real-time using general interfaces, such as a mouse, a keyboard, or a joystick.
The main idea is based on the new way of interactive control that is the
combined usage of keyboard and mouse simultaneously. In order to generate
natural human motions of avatars, we adopted the center line concept of art
drawing and some influencing physics algorithms which developed intensively
in the field of biped humanoid robot research. We demonstrate that user-
designed motions of avatar can be created in real-time using proposed
interaction method with keyboard and mouse. Also, we show that a rich set of
peculiar behaviors can be generated from a ready-made motion with motion
capture data or created and stored in our system. Note that the generated
peculiar motions can be more natural if we appropriately apply our center line
concept and physics algorithms.

Keywords: Human motion creation, 3D avatars, Real-time interactive control,
Interface.

1 Introduction

As the virtual life closer resembles the real life, we tend to spend more time on the
networked virtual world we call the Internet. In consequence, the desire to express
ourselves using virtual avatars increases and development in this area is inevitable. In
addition, the popularity of 3D (three dimensional) computer games with human
characters has demonstrated that the real-time control of avatars is an important
objective.

Real-time control of 3D avatars is important in the context of computer games and
virtual environments. Two difficulties arise in animating and controlling avatars:
designing a rich set of behaviors for the avatar, and giving the user control over those
behaviors. Designing a set of behaviors for an avatar is difficult primarily due to real-
time constraints. Providing the user with an intuitive interface to control the avatar’s
motion is difficult because the character’s motion is highly dimensional and most of
the available input devices are not.

Motions of avatars created by 3D authoring tools or motion capture devices allow
only for playing the motions as they designed, and do not allow to be controlled in the
middle of motions. We study the real-time motion controls of 3D avatars to overcome

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 25—36, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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this limitation. Like human bodies, an avatar can be made of the articulations of
bones. Therefore, an avatar can move its body as human beings by controlling its
articulations of bones.

We can model the structure of bones of an avatar and calculate the corresponding
matrix values by modeling the hierarchy of articulations of human body. Diverse
kinematics algorithms (such as forward kinematics and inverse kinematics) can be
used to calculate the position of bones at given degrees of articulations. On the other
hand, many of the ongoing studies on biped humanoid robots have been interested in
the pattern generation and the walking control with the precise knowledge of robot
dynamics including mass, center of gravity, and inertia of each link to prepare
walking patterns. This research adopts the ZMP based approach [1], [2].

Recently, the methodologies for representing human being in 3D have developed a
lot along with the popularity of computer games such as FPS (First Person Shooter)
games. Many of the applications envisioned for avatars have involved interpersonal
communication. As a result, much of the research has focused on the subtle aspects of
the avatar’s appearance and motion that are essential for communication: facial
expressions, speech, eye gaze direction, and emotional expression. Also, many
techniques concerning the motion capture and physics engines have been introduced
for creating more natural human body movement. Because our focus is on
applications in which whole body actions are required and subtle communication is
not, we need to create an environment that allows the characters to move freely, and
where the users can define the motions of these characters. Therefore, we are
proposing an interactive control method for allowing users to create user-designed
motion of 3D avatars, along with some appropriate interaction methods and
interfaces. We will use common interfaces such as keyboards and joysticks to interact
with an avatar. Eventually, we will study the development of a more comfortable
control interface for interacting with an avatar.

The purpose of this study is to develop a system for creating natural human
motions of avatars in allowing users to control the motion of 3D avatars in real-time
using simple interactions. In this paper, we show that a rich set of peculiar behaviors
can be created from extended real-time avatar control using a variety of input
combinations from the keyboard and mouse. A unique aspect of our approach is that
the original motion data and the interactively created motion data can be blended in
real-time with respect to the physics algorithms concerning the human body
movements.

The related work presented in the next section describes some of the animation
techniques that have influenced our work. In the third section, some existing control
systems are examined. Our ideas about human avatar control are then described in
section four. These ideas lead to the new interactive control for peculiar motion
editing described in section five, concluding our work.

2 Related Works

The behaviors required for animating virtual humans range from very subtle motions
such as a slight smile to highly dynamic motions such as diving or running. Our focus
is on applications in which whole body actions are required. Thus, we review only the
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research related to whole body human motion. Animated human figures have been
driven by key framed motion techniques, rule-based systems [3], control systems,
dynamics [4], and of course, motion capture data. Motion capture data is the most
common technique in commercial systems because many of the subtle details of
human motion are naturally present in the data rather than having to be introduced via
domain knowledge. Most research on handling motion capture data has focused on
techniques for modifying and varying existing motions [5]. This need may be partially
obviated by the growing availability of significant quantities of data.

However, adaptation techniques will still be required for interactive applications in
which the required motions cannot be precisely or completely predicted in advance. A
number of researchers have shared our goal of creating new motions for a controllable
avatar from a set of examples. For simple behaviors like reaching and pointing the
current set of motions may be adequate. This section presents some existing concepts
already developed in the area of computer animation and influenced a lot our work:
they are Kinematics, ZMP, and Skin Mesh.

2.1 Forward and Inverse Kinematics

Kinematics is the study of motion without regard to the forces that cause those
motions. Forward kinematics is a method for finding the end-effector given the joint
positions and angles. Inverse kinematics is a method for finding the original joint
positions and angles of the robot arm given a goal position. Advantage of forward
kinematics comes from its easiness for implementation. However, it is difficult to
calculate the desired position of end-effector if it involves many joints. On the
contrary, inverse kinematics is advantageous in the cases of many joints, because the
calculation starts from the end-effector. The disadvantage of inverse kinematics is that
the solution is often non-deterministic, even infinitive or not existing. For example, as
shown in Fig.1 we could obtain three different solutions and it is difficult to select an
appropriate solution [6]. However, this problem can be resolved by restricting the
degrees of joint rotations, as human joints cannot rotate 360 degrees. Note also that
applying the Jacobian matrix is helpful to reduce the amount of calculations of inverse
kinematics.

The elbow joint is rotated to the direction of X-axis

The elbow joint is rotated to the direction of Z-axis

The elbow joint is rotated to the direction of Y-axis

Fig. 1. Three different solutions of joint movements calculated using inverse kinematics

Kinematic control, either forward or inverse, has proven to be a powerful technique
for the interactive positioning and the animation of complex articulated figures [7].
Until now, cooperation of both techniques has been widely studied in motion design.
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2.2 ZMP

Extensive research has been done on the control of biped humanoid robots. Among
these, the most influencing method is the ZMP proposed by Miomir Vukobratovich.
The ZMP is the point on the ground where the tipping moment acting on the biped,
due to gravity and inertia forces, equals zero. The tipping moment being defined as
the term of the moment that is tangential to the supporting surface. ZMP is not a
perfectly exact expression because the normal term of the moment generated by the
inertia forces acting on the biped is not necessarily zero. If we bear in mind, however,
that ZMP abridges the exact expression “zero tipping moment point,” then the term
becomes perfectly acceptable. ZMP corresponds to the point of balance in a support
polygon. For example, if a robot stands on one foot, the support polygon corresponds
exactly to the shape of robot’s foot. ZMP is the dynamically changing center of
gravity. The basis of robot walking is to control robot’s movement while keeping
ZMP is inside the support polygon.

2.3 Skin Mesh

Skinning is a popular method for doing deformations of characters and objects in
many 3D games. Skinning is the process of binding a skeleton hierarchy to a single
mesh object. This is done by assigning one or more influencing joints (ie: bones) to
each vertex of the mesh, each with an associated weighting value. The weight value
defines how much a specific bone influences the vertex in the deformation process.
Skeletons in a 3D character animation have a direct correlation to a human skeleton:
they consist of articulated joints and bones, and they can be used as a controlling
mechanism to deform attached mesh data via "skinning". Skinning deformation is the
process of deforming the mesh as the skeleton is animated or moved. As the skeleton
of bones is moved or animated, a matrix association with the vertices of the mesh
causes them to deform in a weighted manner.

The following formulas allows for calculating the world coordinate of a vertex that
is influenced by two bones.

Vw=VmxXM xw+VmxM,x(1-w)

Vw = coordinate of a vetex in world coordinate
Vm = coordinate of a vertex in local coordinate
Mi = transform matrix of i bones

w= weight (the sum of weghts is less than1)

3 Control Interfaces

The objective of this study is to develop a system for creating natural human motions
of avatars in allowing users to control the motion of 3D avatars in real-time using
simple interactions. We would like to present some existing control systems relevant
to our study and some general control interfaces in this section.
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Control interfaces for user interactions are usually developed for unique uses in
their own systems. Some control systems for interaction for games and Scientific
Fiction simulation games are interesting to examine: they are the control system of a
mechanic action game Virtual-On, that of Mech Warrior, and the controller of home-
use walking robot Nuvo.

(a) Controller of Virtual-On (b) Mech Warrior (¢c) Nuvo

Fig. 2. Existing control systems relevant to our study

® Virtual-On

Sega developed CYBER TROOPERS: VIRTUAL-ON which is an action shooting
game and is high-speed mobile battles in virtual 3-D world with gigantic robots
(Virtuaroids). Its direct operations, its high quality and the stylish VR design are
combined to give it a high reputation. Sega also developed a double stick controller
for Virtual-On. This model allows users to command diverse operations using its 2
sticks rotating 8 directions and 4 buttons. This controller is a simple and intuitive
interface with various operations. However, it does not provide the capability for
detailed control of movement and equipping the interfacing device (controller) can be
expensive.

¢ Mech Warrior

This is a robot simulation game developed by Microsoft which uses almost all keys of
a keyboard to control mechanical robots. Every key is mapped to a specific action,
such as key “c” which corresponds to the action “sit down” or “stand up”. The user
interface of this system provides a variety of operations without any extra expense for
equipping it. However, it is difficult to memorize the functions of all keys described

in the manual of Mech Warrior.

* Nuvo

Creating a humanoid robot has been a recurring dream for mankind for quite some time
and humanoid technologies are rapidly developing now. Robots are generally controlled
remotely from PCs. Recently robots which can be controlled from PDAs and cellular
phones. Nuvo developed by TOKYO — ZMP Inc., which stands 39cm tall and weighs
2.5kg, can stand up, walk, dance and perform other movements, responding to voice
commands or signals from a remote control. The robot can also be operated remotely
from a cellular phone. With this function, users can check their homes while they are
out — viewing images captured by the robot’s built-in camera on their cell phones.
Nuvo’s core technology was developed by ZMP (refer to Section 2.2).
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4 Some Ideas About Human Avatar Control

Providing the user with an intuitive interface to control the avatar’s motion is difficult
because the character’s motion is highly dimensional and most of the available input
devices are not. The nature of human motions is characterized by intentional
movements of body parts and the tendency for balancing the whole body. In this
section, we would like to examine the nature of human motions in order to define how
to control avatar’s body for creating natural human motions.

4.1 Control Structure

Among the movements of the human body, the movement of the arms, the legs, the
head, the rotation of the torso, and walking are the most important. If we could
control these parts of a 3D avatar freely, then the avatar would be able to move freely
in a virtual space. But how can the body parts of an avatar be controlled in this
fashion? That’s the question.

The arms and the legs each use 2 joints excluding the movements of the wrists and
ankles. Thus, there are 4 pivots in the movements of arms and legs, and there is a
limitation in the rotation angle around each pivot. In the control scheme of marionette
dolls, the movement of the fingertips and the tiptoes can create the motion of a
marionette without any consideration about the pivots of arms and legs. If we control
just the fingertips and the tiptoes, we have 4 positions for control. These 4 positions
are moving in 3D coordinates and are limited by the length of the arms and the legs,
and the limited angles of the related joints.

The torso rotation is fixed by the vertebra. The vertebra consists of the cervical
vertebra (7 units), the thoracic vertebra (12 units), and the lumber vertebra (5 units).
The cervical vertebra influences the movement of the neck. The thoracic vertebra
influences the bending and straightening of the chest and the back. The lumber
vertebra influences the movement of the rotation of the whole torso. As far as we are
concerned, we need not consider the cervical vertebra because it is related to the
movement of the head. Thus, we have 2 pivots related to the movement of the torso.

Walking is influenced by the stride and pace, and the angle of the land surface.
Users need not control the influence of the land surface’s angle as this can be resolved
by some interpolation methods proposed in several other studies. Therefore, the only
parameters we must consider for the users control are the stride and the pace of
walking.

Consequently, we should consider the movements of head and shoulders. We
exclude the control of the shoulders, because their rotation angle is quite small and
their movements can be calculated from the movements of other related parts — such
as the arms. Also, we must consider the diversity of walking patterns. This can be
resolved by using the motion capture technique. However, motion capturing is not in
the scope of this study and we do not discuss the walking patterns in this paper.

4.2 Balancing Structure

As we examined the control aspect in the previous section, let’s turn to the balancing
aspect. If the movement of human body is not balanced, motions are not natural.
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Natural human motions can be obtained if human motions are balanced. The balanced
state of human body is the state where the body weight is distributed equally. If a
human body is inclined to one side, the hand or the foot stretches to the opposite side
to balance its weight. If a human stands on one foot, the body weight is balanced as a
top spins. In this case, the body status can be compared to an inverted triangle. If a
human stands on two feet, the status can be compared to that of a rectangle.

It is certain that human motion looks more natural if the human body is distributed
equally on the left part and the right part of the center line in the body polygon. Fig. 3
illustrates some examples of center lines which pass through the center of the body
polygon (a triangle or a rectangle) of human motion [8]. The balancing mechanism of
any human body follows the principles of mechanical movements of rigid objects [9].

Fig. 3. Center lines in human body movement
The weights of human body segments have been calculated through many studies

and experiments [8]. Table 1 summarizes the mean weight of each body segment
relative to the weight of whole body.

Table 1. Ratio of the weight of each Segment to the weight of whole body

Head and Trunk Upper arm Forearm and hand Thigh Calves and foot
5599 5.80% 4.60% 21.5% 12.2%
7 (2.90% each) (2.30% each) (0.72% each) (6.1% each)

The center of gravity in the human body, denoted by M can be calculated using the
following equation, where each Wi denotes the ratio of the weight of each segment to
the weight of the whole body and each of xi, yi, and zi denotes the coordinates of its
position on the x-axis, y-axis, and z-axis respectively:

WG, v152) +Wo (3, 955 2) -+ Wo (X, 95, 29)
W +W, +---+W,

M(x,y,2)=

If there are some supporting points on the ground surface, we can draw a
geometrical figure (a triangle, a rectangle, or a polyhedron) by connecting the
supporting points on the ground surface and extending the supporting polygon until
the top of the head. We can estimate that the avatar is balanced if its center of gravity
exists with in the geometrical figure.
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5 Suggestion of a New Interactive Control

The Avatar of our system is actively in pursuit of mimicking human motions as
similarly as possible; therefore our avatar’s bones and joints should resemble that of
human. The relationship between the representation of the avatar’s bones and the
kinematics are discussed in this section.

5.1 Skeleton Hierarchy and Kinematics

As shown in Fig. 4, A good skeleton building technique is to place the pelvis at the
root, make the abdomen (corresponds to the pelvis) and thighs children of the pelvis,
then make the torso a child of the abdomen, then make the biceps and neck children
of the torso, and so on.

When adding bones, you are defining the hierarchy (called a skeleton), indicating
which connections should be kinematics chains, and specifying the local space of
each bone. Before adding a bone, you first select its parent (if no bone is selected, the
new bone is added at the root). The skeleton can be adjusted later by using drag drop
in the Project Workspace tree. A parent bone passes its translation, rotation, and scale
on to its children.
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Fig. 4. Skeleton hierarchy of human body

For inverse kinematics, add nulls at the root of the hierarchy for use with hand and
feet constraints. The nulls can have a hierarchy of their own to ease in moving them
together. For example, you can have a null that is the parent of all nulls, one that is
the parent of the lower body nulls, the left leg nulls, etc. Reordering the bones in the
Project Workspace tree with drag and drop can easily modify the skeleton.
Rearranging the skeleton also changes the inverse kinematics.
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The orientation of a bone defines its local frame of reference. Along the length of the
bone defines the local Z-axis; the roll handle is the bone’s local Y-axis, and the local X-
axis is perpendicular to both the bone and the roll handle. This is the coordinate system
that scale, rotate, and translate uses when animating. Two models that are to share
actions require the bones to have the same names and same basic hierarchical
relationship. In addition, the bones and the roll handles should be placed into the model
in the same way. If the roll handle points to the back on one model, then it should point
the same way on the other model. However, if one character is modeled with its arms
out and another with its arms down, then the actions can still be shared.

Kinematics, either forward or inverse, can be applied to calculate the position of
bones given the joint positions and angles in this skeleton hierarchy. Now, we should
decide which kinematics will be used to create motions. In the case of walking
motion, as the foot is an end-effector, the inverse kinematics is desirable for
calculating the joints from the foot to the pelvis. If forward kinematics is used, it
could be complicated to create movement sequentially from the pelvis to the foot, and
the foot may position below or above the earth surface. Therefore, time-wasting
adjustment of foot positions may occur. However, if we calculate the positions of the
upper arm or the fore arm according to the rotation of the pelvis or the shoulder, then
forward kinematics is more advantageous than inverse kinematics. The selection of
the more efficient kinematics control depends on the situation and it requires the
appropriate and well-timed decision. In summary, it is recommended that inverse
kinematics be used for calculating joint positions in the upward direction of the pelvis
of the skeleton hierarchy from the moving joint, while the forward kinematics is
useful for calculating joint positions in the downward direction to the joint from the
pelvis [10].

5.2 Control Interface

Nowadays, the user interfaces are wide-ranging from keyboards, mouse, and
joysticks, to human iris, human eye movements, human brain waves, etc. However,
we would like to focus on only the very common general interfacing devices, such as
keyboards, mouse, joysticks, etc. We adopt the keyboard and mouse as the user
interface for commanding our 3D avatar into action. The combined usage of keyboard
and mouse can provide a rich set of control commands. However, it is also necessary
for user to provide an easy way of simultaneous usage of keys and mouse.

In addition, human body acts and reacts in order to put his or her center of gravity
at the position where the body can balance itself [11]. The position corresponds to the
ZMP; Zero Moment Position. Therefore, we can consider a 3D avatar as a sort of
rigid body with mass which always tries to balance itself with respect to gravity [10].
Supposing a 3D avatar is a rigid body, we propose two control mechanisms: there is
one method using only the keyboard, and another method using both the keyboard
and mouse.

¢ Method 1: Using keyboard only (like marionette)

This control method originates from the way of controlling marionette dolls. Each of
5 direction keys corresponds to the left hand, the right hand, the left leg, the right leg,
and the head, respectively. The left-shift key gives effect to lower the string, and the
release of left-shift key gives effect to lift up the string upward. Each of W, A, S, D
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keys gives effect to move to the 4 directions: left, right, up, down. Once, one of the
W, A, S, D keys is activated, the string movement is deactivated. Table 1 illustrates
the key allocations and the operations of combined usage of keys. Those keys in the
table 1 can be used in multiple and simultaneously. This control method is intuitive
and advantageous because avatar motions can be created using simple key controls
and multiple parts of avatar body can be manipulated at the same time. However, very

subtle delicate motions may not be controlled with this marionette method.

Table 2. Key allocation table for method 1: Using keyboard only (like marionette)

Num 1 Num 3 Num 4 Num 6
None Raise the left foot Raise the right Raise the left Raise the right
foot hand hand
+ Left- | Put down the left | Put down the right | Put down the left | Put down the right
Shift foot foot hand hand
Num 1 Num 3 Num 4 Num 6 Num 5
W | Putup theleft | Putup the right Put up the right Put up the
Foot I;oot ) Putup left hand I;oot ) hegd
S Put down the Put down the Put down the Put down the Put down the
left foot right foot left hand right foot left foot
A | Put left the left Put left the Put left the left | Put left the right Put left the
foot right foot hand hand head
D Put right the Put right the Put right the Put right the Put right the
left foot right foot left hand right hand head

® Method 2: Using keyboard and mouse simultaneously

The Second method needs both of keyboard and mouse. Main control is performed by
the mouse and the keyboard is used in assistance. Mouse resembles the joysticks is a
device which has 2 sticks and 1~6 buttons. The reason why we choose mouse as
interface is that the speed of movement is more controllable than joysticks. Mouse
takes charge of the rotations of screens, the rotation of characters, and the rotations of
joints. The Microsoft mouse has 2 buttons and a wheel and it is sufficient to be used
in our second control method. This control method is advantageous as it allows user
to control the speed of movement with mouse. However, it still remains the problem
of making natural movements because it still uses the 2-dimentional control for
movement of 3D avatars. Fig.5 illustrates some examples of new motions created by
using method 2.

Table 3. Key allocation table for method 2: Using keyboard and mouse

Mouse left | Mouse right A S zZ X
button button
+ Camera Character Left hand | Right hand Left foot | Right foot
Mouse | translation rotation translation | translation | translation | translation
D G R F
Walking to the left Walking to the right Walking Forward Walking Backward
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Fig. 5. Examples of new motion creation: kicking and saluting

6 Conclusion

For allowing users to express freely their intention and emotion through an avatar in
diverse immersive virtual environments, we proposed a new interaction mechanism
for controlling 3D avatars.

Many current studies on the motion creation are biased to the retreating of motion
capture data for generating more natural human motions. Working on motion capture
data should confront the limitation of the diversity of motions, because we could not
capture all kind of human motions with the limited equipments and manpower. In
order to overcome this limitation, we developed a prototype system that allows users
to create new motions not existing before, using a general and intuitive control
mechanism. Our prototype system corresponds to an interactive real-time editor of
3D avatar’s motion and it demonstrates an extensible real-time motion creation of
3D avatars. Some experiments using our system lead us to conclude that our method
can provide the capability of repeatedly creating some new human actions by editing
concurrently the playing animation. The playing animation can be a ready-made
motion generated from motion captures databases or created and stored in our
system.

Our study will contribute a method of creating diverse services using avatars,
which can act like human beings without any limitation of motion. Some simulation
tools for motion of human bodies can also be developed based on our study. Some
new genres of games can be explored from our study. The results of our study can be
integrated into any existing 3D avatar services such as online games and avatar
chatting for expressing their action and emotion freely. Existing game engines or
rendering engines can include the result of our study for allowing their avatars to
move as users interactions controls.

Note that the generated peculiar motions can be more natural if we appropriately
apply the center line concept and physics algorithms. In the future, we will investigate
the optimized algorithms for applying the center line concept physics algorithms for
making generated motions more natural.



36

D.H. Kim et al.

Acknowledgement. This work was supported by the Ministry of Commerce, Industry
and Energy (MOCIE) through the Incheon IT Promotion Agency (IIT) and the
Multimedia Research Center (MRC) at the University of Incheon.

References

(1]

[2]

(3]

(4]

(5]

[6]

[7]

(8]

[9]

[10]
[11]

Hirai, K., Hirose, M., Haikawa, Y., Takenaka, T.: The development of honda humanoid
robot. In Proc. IEEE Int'l Conf. on Robotics and Automation (ICRA'98), pages 1321--
1326, May 1998

Sardain P., Dessonnet, G.: Forces Actinf on a Biped Robot. Center of Pressure-Zero
Moment Point. IEEE TRANSACTIONS ON SYSTEMS, MAN, AND
CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 34, NO. 5,
SEPTEMBER 2004

Bruderlin, A., Calvert, T. W.: Goal-directed, dynamic animation of human walking. In
Computer Graphics (Proceedings of SIGGRAPH 89), vol. 23, 233-242

Hodgins, J. K., Wooten, W. L., Brogan, D. C., and O’Brien, J. F.: Animating human
athletics. In Proceedings of SIGGRAPH 95, 71-78

Gleighcher, M.: Comparing constraint-based motion editing methods. Graphical Models
63, 2, 107-123, 2001

Spong, M.W., Vidyasagar, M.: Robot Dynamics and Control. John Wiley & Sons, page
74~149, 1989

Boulic, R., Thalmann, D.: Combined direct and inverse kinematics control for articulated
figures motion editing. Computer Graphics Forum, 11(4):189-202, 1992

Chung, H. K., Bae, S. S.: Study of the Center of Gravity in the Human Body and each
Segment. Korean Soci. Of Phys. Ther., Vol. 5, No. 1, June, 1993

Silva, F.M., Machado, J.A.T.: Kinematic Aspects of Robotic Biped Locomotion Systems.
Proc. IEEE Int. Conf. on Intelligent Robots and Systems, IROS’ 97, Vol.1, pages 266-
271, 8-13 1997

Animation Foundation http://www.animfound.com/

Boulic, R., Mas, R., Thalmann, D.: A robust approach for the center of mass postion
control with inverse kinetics. Journal of Computers and Graphics, 20(5), 1996



Environment Matting of Transparent Objects Based
on Frequency-Domain Analysis

I-Cheng Chang!, Tian-Lin Yang?2, and Chung-Ling Huang®

! Department of Computer Science and Information Engineering,
National Dong Hwa University, Hualein, Taiwan
icchang@mail .ndhu.edu. tw
2 Department of Electrical Engineering, National Ting Hua University, Hsin Chu, Taiwan

Abstract. The paper proposed a new environment matting algorithm to model
the appearance of transparent object under different background. We used the
frequency response to compute the relationship between the area of foreground
object and background image. Moreover, the Kaczmarz method was applied to
obtain more accurate weight matrices. In the experiments, we demonstrated that
the algorithm can effectively improve the quality of compositing picture and
has higher PSNR than the previous method. Besides, we also showed that the
proposed algorithm can maintain the quality even the high threshold is set to re-
duce the computation time.

1 Introduction

Digital compositing is a quite important and practical topic in the field of computer
graphics and image processing. Many relevant researches focus on how to come up
with a good method to make people be unable to differentiate the real and composite
images. According to the kind of the materials and the lighting reflective characteris-
tics, foreground objects can be classified into two major categories: opaque and trans-
parent. It needs quite different approaches to model the two kinds of objects. The
modeling of opaque objects usually adopt the method of BRDF(Bidirectional Reflec-
tance Distribution Function) or IBR(Imag-based Rendering). In the paper, we are
dealing with the compositing of transparent object. Two kinds of approaches are pro-
posed in the previous researches, one is based on spatial-domain analysis and the
other frequency-domain analysis. The main difference between them is the design of
the lighting pattern. Spatial-domain analysis examines the variation of the lighting
pattern in the spatial domain. However, frequency-domain analysis inspects the varia-
tions of the lighting pattern in both the spatial and the frequency domain. When we
acquire the images, some unexpected noises may be introduced, for example, envi-
ronmental light, light of the monitor, etc. The noises will influence the accuracy while
we analyze the object model. The design of frequency-domain analysis is to allocate
different frequency information related to different position of the light source plane,
S0 one can separate noises from the original image series. Therefore, the compositing
image can get more accurate result.

Zongker et al. [1] used coarse-to-fine images as backdrops to be displayed in CRT
screen. The object is placed in front of the CRT screen, and camera records the
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change in different backdrops. They optimized the positions of light source in the
background corresponding to each pixel of the imaging plane of camera. If several
light sources of the background contribute to one pixel, this algorithm can only find
out the largest light source position among them. In [2] [3], the authors use stripes of
one-dimensional Gaussian as the sweep line. The camera captures the variation of the
color when the stripes shift at a regular step. Finally, they use Levenburg-Marquardt
optimization procedure to find out the matting model in the form of 2D Gaussian.

Wexler et al.[4] proposed an algorithm that does not need to know the content of
backdrops in advance. They move the object in front of a fixed background picture,
and use geometric registration to find out the characteristics of light refraction and the
relative position between the object and the background. Peers and Dutre[5] adoptd
the wavelet patterns as the backdrop. When the backdrop changes in the acquisition
process, the algorithm computes the contribution of the wavelet pattern corresponding
to each level.

Zhu and Yang[6] first adopted the frequency response as the basis to get the mat-
ting model. They use the row-based and column-based stripe patterns, where each
stripe corresponds to different frequency. Then DFT is used to analyze the contribu-
tions of different frequency. The matting model of the object is computed from the
contribution of row-based area and column-based area.

We proposed a new algorithm which extends the method of frequency-domain
analysis described in [6]. The proposed algorithm uses simultaneous equations that
represent the distribution of the light source to derive more correct model of the ob-
ject. The experiments demonstrated that our method can improve the quality of the
compositing image and has higher PSNR than Zhu’s method. Besides, we compute
the transformation matrix between the world and camera coordinates in advance.
Therefore, one can obtain the new background of the compositing image by the trans-
formation matrix, and need not recapture the background of the new image.

The paper is organized as follows. In section 2, we describe the proposed environ-
ment matting equation. Section 3 describes how to extract the foreground object area.
In section4, we explain the generation of background patterns. Section 5 describes the
computation of weight matrices is stated in section 5. The experimental results are
demonstrated in Section 6.

2 Environment Matting Equation

In the traditional matting equation[9], the compositing image C can be described as the
compound of a foreground image F and a background image B with alpha channel «,

C=aF+(-a)B. 1)

The alpha channel plays a dual role: it is simultaneously used to represent both the
coverage of a pixel by a foreground element, and the opacity of this foreground ele-
ment. In generally image compositing, the foreground element can be thought of as a
synthesis of two different components: the emissive component come from fore-
ground element itself and the reflection or refraction come from light sources of the
environment.
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We propose a new structure to describe how light in an environment is reflected
and refracted by a foreground element. The definition of new environment matting
equation as follows:

C=aF +(1-a)RB, +od. )

where C represents the result of recorded image in the imaging plane, F represents
emissive component come from foreground element itself, and o represents back-
ground whether is covered by foreground element or not. If ¢ =0, then the corre-
sponding pixel belongs to the background. On the contrary, if « =1, then it means
that the pixel belongs to the foreground. B, represents the background image of

nxm pixels in world coordinate and ég represents the image of n'm'pixels in the

camera coordinate. R represents the attenuation from the position of the light source
to the camera. R,, R;, R, represent the attenuation of RGB channel separately. @

depicts the contribution of the light which comes from the environment and pass
through the foreground element.

The light received by the camera comes from the light sources in the environment.
So the total amount @, of light received by point p in the imaging plane can be de-

scribed as an integral over area of all light from the environment that contributes to
point p.
@, = jW(/l)E(/I)d/l . 3)

where A is the position of light source and E(A)is the distribution of the lighting

condition.
We divide background B, into SXT pieces of axis-aligned region, and express

the average of every axis-aligned region as B, (s,7). Because @ is a set of all pixel

of foreground element in the imaging plane, ® can be written as follows:

s=S,1=T (4)
d= W(s,1)B, (s,1).
s=1,1=1
; — Background
Foreground

Imaging plane

Fig. 1. Description of the environment matting. The light from several different
postions may be received by position p in image plane.
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where W(s,t) represents the attenuation of axis-aligned region B, (s,t) from the

position of light source to the camera. Fig.1 describes the relationship between image
plane and background.
Thus, our environment matting equation is described as follows:

R s=8,t=T 5
C=aF+(1-a)RB,+a Y. W(s,H)B,(s,1). ©

s=1,1=1

3 Extraction of Foreground Object Area

While analyzing environment matting, we divide imaging plane into two areas: cov-
ered area and uncovered area. We adopt different image synthetic methods in these
two areas because the covered area is overlayed with foreground element and the
uncovered area contains only the backdrop. We adopt sinusoidal background patterns
([6]) to sample foreground element area. The following equation tells the assignment
of pixel value of the projection patterns:

(a) (b)

(e)

Fig. 2. Projection of sinusoidal background patterns and foreground object area. (a) Projection
pattern(n = +1) with foreground object, (b) Projection pattern(n = +1) without foreground
object,.(c) Projection pattern(n = -1) with foreground object, (d) n = -1 without foreground
object, and (e) foreground object area.
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2(x+y)

C.(x, y,n) = (1+nsin( +i§))><127 . (6)

where i=0,1,2 for R,G,B domain and n=-1 or 1. C,(x,y,n)is the intensity of color

channel i at pixel location (X, y). To maximize the per-pixel difference between the
two background patterns, we shift the pattern by phase 180° (n=-1 or 1). The user can
define the period of the sinusoidal stripes with the parameter 4 . Here we set
A =50and capture 4 images of n =21, with and without object. After the image
substraction and post processing, we can get the foreground object area. Fig.2 shows
the resultsof the process.

4 Generation of the Background Patterns

We adopt the method of column-based and row-based background patterns proposed
in [6]. Every column-base and row-base area is assigned a regular frequency, and the
pixel values B(f,,t) of every area of background patterns are stated as follows.

B(f..0)=p(1+cos2z f, %)) %)

where f, is the frequency of this area and N depicts number of sample of cosine

function in time domain. Besides, in order to prevent the results of DFT from aliasing
phenomenon, N should be selected to satisfy the Nyquist theorem. The range of val-
ues of cosine function varies in [-1,1], and we set p be equal 127.5 in order to let the

range of pixel values be [0,255].

5 Computation of the Weight Matrix

5.1 Initial Value Computation

By the spectrum of Fourier transform of column-based background patterns, one can
obtain the attenuation (W.(1), W.(2), ..., W.(S)) and (W,(1), W.(2), ..., W(T)) of these
light sources which contribute to some position of the imaging plane. Next, we nor-
malize the column-base weights (W.(1), W.(2), ..., W(S)) and row-base weights
W(1), W(2), ..., Wt)) respectively. The normalized results are W.’(1), W.'(2), ...,
W.(S) and W,’(1), W,’(2), ..., W,’(T). The contribution weight of every axis-aligned
region is computed as follows.
First, we calculate normal weight of every axis-aligned region as,

Wi(s, t)=W,"(s)W.'(t), s=1,2,....,85t=12, .., T (8)

After executing the de-normalization process, one can obtain weight of every axis-
aligned region.

oW s=12..,8t=12..,T
W(s, t)= W'(s, t , S y Ly euny t s 2y e, 1.
(0= W 05 ) ©)
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Every position of the imaging plane can obtain a set of weights of all axis-aligned
region, and the set of weights is called ”weight matrix”. If the imaging plane has
nxm positions, the size of the weight matrix is also nxm. Fig. 3 (a) and (b) show
the distribution that the contribution weight of each column and row of the back-
ground, and (c) shows the contribution weight corresponding to each axis-aligned
region.

w( WD WD | . | WED

W) WD) | WD | . | WE2)
WO W | . | WO

w(T) WA D | WD | .. |WED

(a) (b) ©)

Fig. 3. (a) The contribution weight of every column position of the background. (b) The contri-
bution weight of each row position of the background (c) The contribution weight of each axis-
aligned region of the background.

5.2 Projection Operation

In the section, we will explain how to refine the weight matrix by using the Kaczmarz
method([7][8]). Let’s start with an algebraic equation:

BW, +B,W, +B.W, +..+ B, W, =R,. (10)

where B, B,,, B,;, -+, B, and R, are known values, and W, W,, W,, ---, W, are
unknown. After the computation process, the parameters can be described as
_ . R-0
O _wo L N
Wio=Wi+——8;. (11)

2 Bi
k=1

We compute the coefficients by using the pixel value B(f,,t) of column-based and
row-based background patterns, and the value R represents the value corresponding

to the n-th background pattern in the imaging plane. We can describe the relationship
as:

s=8,t=T (12)
B(s,n)W(s,t)=R .

s=1,1=1

where B(s,n) represents the pixel value B(f.,f) of column-based and row-based

background patterns. Then these equations can be transformed to simultaneous equa-
tions as follows.
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BA,DW A1)+ B2, DW (2,1) +---+ B(S,HW(S,1) + (13)
B(L,DW(1,2)+ BQ2,DW(2,2) +++-+ B(S,DW(S,2) ++-- +
BALYW(L,T)+BROW(2,T)+---+ B(S.DW(S,T) = R,

B(L2)W (L 1)+ BQ2,2)W(2,1)+-+-+ B(S,2)W(S,1) +
B(L,2)W(1,2)+ B(2,2)W(2,2) +++++ B(S,2)W(S,1) ++-- +
B(L,2W(,T)+B(2,2W(2,T)+---+B(S,2W(S.T) =R,

B(LNW(QOA,D)+B2,NW(2,1)+---+B(S,N)W(S,1)+
B(LNW(1,2)+BR2,N)W(2,2)+---+ B(S,N)W(S,2)+---+
BALNW(QA,T)+B2,N)WQ2,T)+---+B(S,N)W(S,T)=R,

B(LOW (L) + B(LHW(2,1) +---+ B(LDHW(S,1) + (14)
BQ,DW(1,2) + BQDW(2,2)+---+ BOW(S,2) +---+
B(T.)W(1,T)+ B(T )W (2,T) +---+ B(T,hDW(S,T) = R,

BA2)W (L) + BAL2)W(2,1) +---+ BA2)W(S,1) +
BQ22W(1,2) + B2,2)W(2,2)+ -+ BR2W(S,1) + -+
B(T2W(,T)+B(T.2W(2,T)+---+B(T.2)W(S,T) =R,

BA,NYW (L) + BA,N)W(2,1) +---+ B, N)W(S,1) +
B2, NYW(1,2)+ B2, N)W(2,2)+-+-+ B2, N)W(S,2) + -+
B(T,NYW(,T)+ B(T,N)W(2,T)+---+B(T,N)W(S,T) =R,

where B(1,1),B(1,2),---,B(S,N),---,B(T,N) are the sampling result of B(f..t),
R,R,,---R,, are the pixel values of the different captured frame,
wa,1),w,2),---,W(S,T) are the parameters of the weight matrix. We apply itera-
tion processing to (13) and (14) to get the coefficients of weight matrices.

6 Experimental Results

In the section, we will demonstrate two experiments to verify the proposed algorithm.
We use Canon EOS D60 as our acquisition device, P4-2.4G CPU together with 1G
byte RAM, and windows XP as our operating system. LCD monitor is used to project
the background patterns. The digital camera records the variation respond of each
backdrop pattern, and it costs about 17 seconds to capture all the images. The size of
backdrop pattern is set 960x960 pixels, and the size of axis-aligned region is set
4x4 pixels.
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After getting information of all images, we investigate the spectrum of every pixel
of the imaging plane and compute the weight matrix. Meanwhile, we set up a
threshold to find out the largest magnitude from spectrum of every pixel, and only
reserve these magnitudes that larger than threshold. So we only have to calculate the
weights of these light source position with larger contribution, and the position of the
other light source set as zero. We set 7 kinds of different threshold (max/k, k=2. 4
. 8. 16. 32. 64. 128) to analyze and compare their PSNR.

Fig. 4. Sixth background images (a) Real picture with new background and object. (b) (d) (f)
(h) are the results by using the proposed method and (c)(e)(g)(i) by using Zhu’s method. The
thresholds are max/2, max/4, max/8 and max/16, respectively.
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i maxd  mawB | eadi8 mawd2  mawsd mawi2s
hrashold

Fig. 5. PSNR Comparison. ’*’ represents the result of the proposed method, ’+ represents
the result of Zhu’s method.

Firstly, we demonstrate our propose algorithm can improve the quality of the com-
positing image. We compare the results by using our proposed method and Zhu’s
method, and compute the corresponding PSNR. Fig.4 (b)(d)(f)(h) show the composit-
ing image by using the proposed algorithm and (c)(e)(g)(i) are the results from the
Zhu’s method. The visual performance of the proposed algorithm is obviously better
than the other.

And we compare the PSNR between the two algorithms. Fig.5 shows the PSNR vs.
threshold curves corresponding to the two algorithms. The new algorithm maintains
the PSNR at the level between 34 and 35, however, the PSNR corresponding to the
previous algorithm is below 32.

Fig. 6. Motion video images
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Fig. 6. (Continued)

We find that the PNSR is lower when the threshold is high (for example: max/2).
The reason is that contribution of the light source is only limited to at most a few
positions. However, it would cause noise on FFT analysis if we select the lower
threshold (for example: max/128). The noise from LCD screen or the digital camera
will influence PSNR if the threshold is set to low value.

Fig. 7. Rotation video images
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Fig. 7. (Continued)

Secondly, we simulate two compositing results of the transparent model in video
sequence. Fig.6 shows the results of object motion, and Fig.7 is the compositing of
object rotation.

7 Conclusion

In the research, we propose a new frequency-domain method to improve the compo-
siting image by refinding the weight matrices. The propose algorithm can generate the
result pictures with good quality and has higher PSNR than previous method. Fur-
thermore, we can maintain the quality while setting the high threshold to reduce the
computation time. The experiments demonstrate that the compositing result is good
even the threshold is set to be max/2. At present, we need to capture the photos of
more than 1,000 for single view, so enormous photos are needed if we want to com-
pute a multi-view model. Therefore, one important issue of future work is to how
reduce the number of needed images and develop a faster algorithm to let user obtain
the model easily.
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Abstract. Our work focuses on the simplification of MPEG-4 avatar models.
Similar to other general purposed 3D models, these avatars often claim com-
plex, highly detailed presentation to maintain a convincing level of realism.
However, the full complexity of such models is not always required, especially
when a client terminal — for the reason of portability and cost reduction — can-
not or does not necessarily support high complex presentation. First, we deploy
the well-known 3D simplification based on quadric error metric to create a sim-
plified version of the avatar in question, taking into account that the avatar is
also a 3D model based on manifold mesh. Within this general scope, we intro-
duce a new weight factor to overcome an uncertainty in choosing target for
decimation. Next, exploiting the biomechanical characteristic of avatars — hav-
ing the underlying skeleton structure — we propose an adaptation of the simpli-
fying technique to avatars. The concept of bones is taken into account as either
a boundary constraint or a cost-component for the quadric error. Encouraging
results can be obtained with these modified procedures.

1 Introduction

Many applications in 3D computer graphics can benefit from automatic simplification
of complex polygonal surface models. That is because applications are often con-
fronted with either very densely over-sampled surfaces or models too complex to
maintain a convincing level of realism. However, due to the diverse configuration of
client-terminal, the full complexity of such models is not always required, and since
the computational cost of using a model is directly related to its complexity, it is use-
ful to have simpler version of complex models. In recent years, the problem of surface
simplification, and the more general problem of multiresolution modeling, has re-
ceived increasing attention. The most relevant algorithms, which target the simplifica-
tion of triangle-based polygonal models — the most general of representing 3D
object — can be broadly categorized into 3 classes [6]. The Vertex Decimation algo-
rithm iteratively selects a vertex for removal, removes all adjacent faces, and retrian-
gulates the resulting holes. In Vertex Clustering technique, several vertices sharing a
same volumetric cell are clustered together into a single vertex, and the model faces
are updated accordingly. The [ferative Edge Contraction can be considered as a com-
promised solution between the previous twos. By merging only 2 vertices at a time,
i.e. collapsing one edge, the algorithm still inherits the speed of the Vertex Clustering
but also improves the robustness of the Vertex Decimation technique. The surface
simplification based on quadric error metric (QEM) [1, 2, 3] is based on the iterative
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contraction of vertex pairs. It differs most substantially from other related methods in
the way of choosing an edge to contract. By introduction of the quadric error metric
0O, which closely interprets the surface curvature of a 3D model, the algorithm is
claimed to be a fast and high quality one [3]. When an edge is decided to be con-
tracted, two primary policies for choosing the target position can be considered. With
Subset Placement — one of the endpoints of the origin edge, which has smaller Q —
will be the combined vertex. The Optimal Placement can produce better approxima-
tions by trying to find the point such that it minimizes the local function Q con-
structed by the edge in question. Hereafter, we will use SPQ and OPQ to refer to the
first and the second strategy respectively. Although the SPQ strategy does not mini-
mize the cost while processing edge collapse, it does not create new set of vertices in
comparison with the origin, high resolution model. Therefore, there is no need of
informing the coordinates as well as the associated attributes of the new vertices.

The emergence of the recent MPEG-4 standard is aimed to satisfy the new re-
quirements of the multimedia era: efficiently storing / transmitting various types of
media data for sophisticated presentation, easily composing / manipulating the data to
build a complex multimedia platform. Among many others, the support of 3D mesh
objects and the specification of Animation Framework eXtension [4, 5] (AFX — pro-
nounced ‘effects’) are the new considerate features, which make the MPEG-4 com-
pletely different from the predecessors. MPEG-4 provides a suite of tools for coding
3D polygonal meshes, including technologies to compress the connectivity, geometry,
and properties such as shading normals, colors and texture coordinates of 3D polygo-
nal meshes of interest. The AFX provides an integrated toolbox for building attractive
and powerful synthetic MPEG-4 environments. The framework defines a collection of
interoperable tool categories that collaborate to produce a reusable architecture for
interactive animated contents. With the assistance of a skeleton, i.e. a joint structure
of bones, the movements and the actions of the living organisms can be easily and
naturally applied to the 3D models in AFX. Similar to other general 3D models, these
models sometimes become too cumbersome to render at some resource limited termi-
nals. Even though general simplification algorithm can be exploited, some special
consideration should be taken into account while dealing with AFX based models.
The collapsing process should take the skeleton of the 3D target into account to en-
sure the correlation between the skeleton and the resulting truncated model, safely
maintaining the animation of the newly created model using the old skeleton.

Taking the aforementioned observations into account, our work here addresses the
adaptation of simplifying algorithm QEM to the model animated with the assistance
of skeleton scheme. In the next section, the origin algorithm will be summarized
briefly. Our experience related to the implementation of the algorithm is then dis-
cussed. Section 3 describes how we combine the bone information into the simplify-
ing process. Section 4 evaluates the performance of technique through simulation. We
close our paper with conclusion and perspectives for future works in the last section.

2 Case Study on the 3D Mesh Simplification Based on QEM

The key technique of the QEM is to define a cost associated to each vertex of the 3D
model. For vertex v with an associated set of planes P (they are all incident to the
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vertex v), the error at that vertex can be defined as the sum of squared distances of the
vertex to all the planes in the corresponding set as following:

E,..(V)=5D(v)=Q(v) 1)

where i is the index of a plane in the set P. We refer readers to 2 for the detailed de-
duction of the function Q0 — a symmetric 4x4 matrix. For a given contraction
(vl,vz) — v, the new position also possesses its own matrix g, where g = 0+0,- The
additive rule here can be interpreted as constructing a new set of planes, which is the
union of the two plane sets P|JP, . To see how this error metric might work in prac-
tice, consider the 2D example in Fig. 1, where planes are degenerated to line-
segments. The vertices v;, v, have associated sets of lines P,={A,C} and P,={B,C}
respectively. Upon contracting this pair, the new union of lines becomes
P=R|JP, ={A,B,C}. Then the costs of the vertices v;, v,to p will be g(v, )=p’ and

Q(v, )=a’ tespectively. In the case of SPQ, the vertex with smaller g(y) will be
merged to the other. With OPQ strategy, the optimal position, where
O(v)=min(Q(v))=d’, +b’ + ¢, will be detected.

A N

Fig. 1. Measuring contracting cost in 2D prototype

The full algorithm QEM itself can be shortly summarized as follows:

1. Compute the Q matrices for all the initial vertices.

2. For each valid pair (v;, v,), compute the union matrix (Q;+Q,) and the optimal
contraction target y (v can be coincident to either v; of v, in the case of SPQ).
The error (Q;+Q,)(v ) is considered as the cost of contracting that pair.

3. Place all the pairs in a heap keyed on cost with the minimum cost pair at the top.

4. Tteratively remove the pair (v;, v;) of the least cost from the heap, contract this
pair, and update the costs of all valid pairs involving v;, v, (in the case of SPQ,
only pairs that are incident to the removed vertex must be recomputed).

3 Deployment of QEM to MPEG-4 Avatar Framework

Without considering the bone information while simplifying AFX based 3D model,
the simplification can lead to undesirable results. For instance, at high level of simpli-
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fication, the output mesh no longer contains the detailed components, which may
have some small associated bones. Currently, we are dealing only with the lossless
simplification of the skeleton. In other words, each bone and its effects on the skin
must be retained in the simplified mesh. Removing all the vertices corresponding to a
detailed bone means that we implicitly remove its skin and therefore the influence of
that bone on the resulting model, which is unwilling.

The vertices on the skin of a virtual character can be classified into two categories:
they can be affected by either one or more bones. Hereafter, we use S;, and S,;, to
refer to these two categories respectively. Vertices in the former category concentrate
on the body of a bone, while those in the latter are found at the joints of the skeleton.
The complete skin model of the skeleton is the union of the two categories, that is
s=s,US,,- When the model is animated, the rigid motion of the skeleton is trans-

ferred to the corresponding skin by means of weighed transformations. Obviously, a
vertex S, has one while a vertex S,;, has a set of influences which correspond to the
affect exposed by bone(s) on that vertex. From now on, we refer to the set of influ-
ences in the latter case as the bone-based influent configuration (BIC). In some case,
for instance when we use OPQ to collapse vertices, the BIC; of the newly created
vertex must be deduced from its parents BIC; and BIC;. The BICs of the two origin
vertices can be added together as two N dimensional vectors (N is the number all
bones in the 3D model). In the addition, the BIC; and BIC; of each component vector
are weighed with its Euclidean distance d;; and d;;; respectively to the new vertex as
following:

d. d.
BIC; =—*—BIC, + —**—BIC, ()
di,ij + dj.ij di.ij +dj,ij

The resulting BIC is normalized and considered as the BIC of the new target vertex.
The introduction of the bone information into the quadric error metric technique

can be subdivided into two categories: bone-based constraints and bone-based re-

moval, which correspond to the degree of their intervention on the conventional sim-

plifying technique.

3.1 Bone-Based Constraints

We introduced two new constraints to the decimating step of the QEM as follows:

1. To explicitly force the lossless of the skin for any bone, we defined a minimum
number of vertices per bone, which can be adjustable on demand. The decimating
step processes the vertex removal as usual until it finds that the candidate for the
current removal violates the threshold for certain bone. That candidate is then
skipped, and the process proceeds on the next possible candidate from the heap.

2. To directly keep the extremities of the virtual character (ends of fingers, top of the
head, etc.), a special type of vertices S, should be taken into account in step 4. We
define vertices S, as follows. For each extreme bone — a bone that has no
children — we arrange all the vertices S, of this bone in the order of the distance
from the center of the bone to that vertex itself. The vertices S. of that extreme
bone are the farthest n vertices, where 7 is a settable parameter in accordance with
the requirement of the given application. A vertex S, is not be collapsed if it is se-
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lected from the heap as the next removal vertex. Then, the decimating step simply
jumps to the next candidate in the heap.

3.2 Bone-Based Removal

The bone-based removal technique actually affects the operation of not only step 4
but all the steps of the origin QEM algorithm. We proposed here two approaches to
intensively involve bone information into the simplifying process. In the removal with
truncated model scheme, only the vertices S, are involved in the QEM as if the verti-
ces S, do not exist in the current 3D model. The purpose of this technique is to main-
tain the animation effect of bones at the joints of the avatar. The removal with bone
cost scheme considers bone information as an additional attribute of vertex. Then the
extended simplification algorithm based on quadric error metric [3] can be exploited.

3.2.1 Removal with Truncated Model

If an application requires a perfect animation at all joints of the avatar model, the
simplifying process should not remove any vertices S,,. That means only vertices S,
can be considered as candidates for the collapsing process. However, we can expand
the set of vertices S;,, that is to increase the collapsing capability, by adding some
“virtual” §;;, vertices. Virtual §;, vertices are vertices S,;,, which are forced to be
treated as if they were in S;;,. The process to reorder the vertices S,;, to S;;, is the fol-
lowings:

1. We define a “center” BIC (CBIC) for a given vertex S,;, which has the same num-
ber of influences as the origin BIC, but the weight is equally distributed among the
affecting bones.

2. Application should decide a threshold, a level for reordering vertex from S,;, to Sy,
In fact, if we consider BIC as an N dimensional vector (N is the number of influ-
ences in that BIC), the selected threshold ¢ outlines a globe with radius ¢ around
the endpoint of the BIC vector in the N dimensional coordinate system.

3. If the Euclidean distance between the endpoint of a BIC vector and that of its
CBIC vector is larger than the threshold ¢ — it falls outside the aforementioned
globe — then the associated vertex can be rearranged to the set S;, of the bone,
who has the most dominant influence in its BIC. Fig. 2 demonstrates the geomet-
ric meaning of this rearrangement.

BIC of vertex,
which can be merged
to S]b

Volumetric threshold

BIC of vertex,
which  cannot  be
merged to Sy

Fig. 2. Extension of Sy



54 M. Preda, S. Tran, and F. Préteux

The above reclassification aims to letting the simplifying process remove even the
vertices S, toward (but not including) those that are exactly on the joint level, equally
influenced by several bones.

After identifying all vertices from the set S;, (extended S,,), we process the first
two steps of QEM to these vertices. Step 3 is carried out locally for each bone. In
other word, we have as many heaps as the number of bones in the avatar. Then we can
use two strategies to process the step 4 as follows:

¢ Absolute removal strategy. We first apply step 4 to the heap of the bone, which
has the most number of vertices. Vertices will be removed only from this heap until
the associated bone has no longer the most number of vertices. Then step 4 will be
processed on the new heap, whose associated bone just becomes the one having the
most number of vertices. The process runs over and over again until the number of
removed vertices is achieved. This strategy ensures that the skin of the bone having
the least number of vertices will not be removed until the skin of all other bones are
reduced to have the same number of vertices. Fig 3. graphically outlines the opera-
tions of the absolute removal strategy for a skeleton of 4 bones (4 heaps).

A. The bones are ordered B. The removal of vertices C. The removal of the verti-
with respect to the number of affected by the first bone ces affected by the first two

vertices each one affects. continues until their number bones continues until their
becomes equal to the second number becomes equal to the
bone. third bone.

Fig. 3. Absolute removal algorithm

A. The bones are ordered with respect to the B. Vertices for all bones are removed in the
number of vertices each one affects. same proportion.

Fig. 4. Relative removal algorithm

¢ Relative removal strategy. We apply step 4 to every heap of the bone, so that the
same local percentage L, of removal is performed for all the bones. The amount L, is
computed from the global percentage G, demanded by user as follow:
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L= G, N(S) 3)
N(S,,)
where N(S), N(S;,) and N(S,;) are the number of vertices of the set S, S;;, and S, re-
spectively. The strategy ensures the same amount of vertex collapse for all bones of
the avatar. Fig. 4 illustrates the ration of removed vertices for a skeleton having also 4
bones (4 heaps).

3.2.2 Removal with Bone Cost

Bone information can be considered as a discrete attribute of a vertex, therefore it can
be directly involved into the calculation of cost occurring when a vertex is collapsed.
We expanded the cost of every vertex V; with new component bone cost Cy(V;). This
type of cost can be weighed with a settable coefficient to adjust its effect on the over-
all cost. The bone cost Cy(V;) is defined as followings:

1. Itis equal to zero, if the vertex belongs to S;;.

2. It is inversely proportional to the sum of the deviation between each coeffi-
cient in BIC and its average, if the vertex belongs to S,,.

Mathematically, the bone cost Cg(V;) can be written as following:

0if V, €S,

C,(V. )=

(V) =S| ~Lyves, (4)
EM

where w; is the j’h coefficient in BIC of the vertex V,, which has M coefficients. The
overall bone cost will become (Q;+Q»)(v ) + Cp(v ). By choosing the bone cost func-
tion as above, we implicitly ensure that the vertices S, always has greater cost than
S1» even they provide the same geometry information. Furthermore, for the same
vertices S,,, the one having more equal distribution of BIC possesses a higher cost
than those having high fluctuation in BIC.

4 Simulation and Results

The simplification algorithms discussed above were applied to several small- (number
of faces N < 15000) and medium-size (N=15000-150000) models to evaluate their
performance. Besides the evaluation based on the subjective visualization of simpli-
fied models, we also derived the Hausdorff distances to gain a more precise under-
standing of approximation. We used here the asymmetric version of the Hausdorff
distance to speed up its calculation. It is the distance d from a vertex v of the original
model to the closest vertex w in the simplified model. The approximation error E is
then defined as the average of these distances computed for all vertices of the origin
model.

E = Ave(d) = Ave(min[v - w]) (5)
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Fig. 5 illustrates the performance of bone based constraints applied to the avatar
Fig. 5-A. By explicitly ensuring the minimum number of vertices per bone as well as
keeping certain number of the extreme vertex for the extreme bones, we have a better
visual appearance of the fingers at slightly increased E. Hence, the animation of the
finger-bones will deduces better effect on the skin area of the hands.

Fig. 6 denotes the capability and the performance of removal with truncated model.

Each variation of this technique is marked with 3 letters. The first two letters,
which can be KJ or SJ, stands for Keep Joints or Simplify Joints respectively; the
third letter — either A or R — represents Absolute or Relative strategy. For SJ tech-
nique, where the candidates for collapse are from the set of virtual S}, (see Section
3.2.1), we also specify the threshold for simplification after the third letter.

B. Snapshot of hand at high reso- C. Simplified version with OPQ,
lution. E=0.459.

D. OPQ ensuring 2 minimum : .
A. Origin model vertices per each bone, E=0.46. E. OPQ ensuring at least 2 verti-
(4333 vertices, 7999 ces per extreme bone, E=0.473.

faces).

Fig. 5. Performance of bone constraints at 85,5% collapse

For the complex 3D model in Fig. 8-A, collapsing only the vertices from the pure
S;» (Fig. 6-A) can reduce small number of vertices. The resulting model contain
minimum 887 vertices (over 1151 vertices as in the complete model) in order to re-
produce exactly the effect of the joints of bones. We can undergo this boundary by
extending the S;,, using some thresholds as in Fig. 6-B. With threshold 0.9, we can
archive the lowest model at 316 vertices. Then both strategies SJA0.9 and SJR0.9
converge at the point having about 23 approximation error, where all the virtual Sy,
are already removed (Fig. 6-B). It can be seen that for the dragon model in Fig. 8-A,
the strategy SJA gives a better results in approximation than SJR in general (Fig. 6-B).
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" KA
12 @siA01
10 @sA09
OKR

——siA0 1
—8—siA0,9

SJRO,1

BsURO1 SR09

BsR09

Average Error

1000(86,9%) 887(77,1%) 1000(86,9%) 887(77,1%) 500(43,5%) 316(27,45%

Collapse target Collapse target

A. Limit of the KJ method B. Limit of the SJ method with threshold 0.9

Fig. 6. Performance up to some specific limit of the removal with truncated model algorithm

It does mean that the bone having the most number of vertices (we refer as bone-
based redundancy) in this model also has the most number of redundant vertices in
the geometrical meaning. Obviously, these two factors are not necessarily coincident.
In such case, the strategy SJR will perform better. Also from Fig. 6-B, we can see that
lower threshold will give better approximation error for all level of collapse. The fact
that larger set of removed candidates is provided by lower threshold, will improves
the possibility of the coincidence between the bone- and geometry-based redundan-
cies.

Fig. 7 puts all the techniques for avatar simplification together for comparison. In
the meaning of approximation error, the SPQ takes the lowest boundary. The strategy
SJA and SJR trade this error for better bone-based animation of the avatar. The bone
cost removing techniques create a transition state, filling the gap between these
boundaries.

22

——sPQ
—l—SJA0,1

SJRO,1

Bone cost 1
~3%—Bone cost 10000

0

86,90% 77,10% 43,50% 27,45% 17,40% 14,70%

Fig. 7. High collapsing techniques based on bone information

Fig. 8 and Fig. 9 visualize some snapshots of the removal with truncated model as
well as the bone-base removal. Fig. 8-B and Fig. 8-D show two distinct levels of
involving bone cost into collapsing process: bone cost has no effect at all in the for-
mer, and it has dominant contribution in the latter. When bone cost plays an important
role in the overall cost (its weight is 50000 as in Fig. 8-D) more vertices at the joints
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are kept (along the tail and the legs of the dragon) while other vertices from the body,
from the head of the dragon must be removed although these latter vertices cause
higher increase in approximation error.

A. Orign dragon model (1151 vertices 2102 B. impliﬁed model (251 vertices): SPQ
faces) algorithm

C. Simplified model (251 vertices): SPQ D. Simplified model (251 vertices): SPQ
algorithm with bone weight 1 algorithm with bone weight 50000

Fig. 8. Performance of SPQ and bone based simplifications

Fig. 9 demonstrates the compromise between removal with the truncated model
and the conventional SPQ. The strategy SJA intensively searches for removed can-
didates from head bone (Fig. 9-B), which contains the highest density of vertices,
while the strategy SJR distributes equally the candidates among the bones (Fig. 9-
C). Therefore the distortion is spread out. By combining the SJ/R with ensuring 2
extreme vertices for each extreme bone, we can obtain more pleasure appearance as
in Fig. 9-D.
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B. Simplified model (496 vertices) with SJA

A. Simplified model (491 vertices) with SPQ strategy, threshold = 0.9

C. Simplified model (497 vertices) with SJR ~ D- Simplified model (497 vertices) with SIR
strategy, threshold = 0.9 strategy, threshold = 0.9, ensuring 2 vertices

for extreme bone.

Fig. 9. Performance of removal with truncated model versus SPQ

5 Conclusion

The theme topic of our work is the simplification of 3D models. The famous algo-
rithm for simplification based on quadric error metrics is comprehensively studied.
An additional cost component is proposed to overcome the ambiguity of choosing the
merging target in certain situation. Going further than that, we restructure the algo-
rithm so that the simplification can be applied to 3D avatar models, which are actually
the 3D models but associated with bone skeleton in order to easily simulate the bio-
logical actions of live world. We integrate the bone information into the conventional
algorithm throughout several steps. It can be involved as a boundary constraint or a
key factor in the collapsing process. These techniques create several compromises
between simplifying a volumetric geometry and retaining the effects of skeleton on it.
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It offers service-providers a set of tools for choosing the best one, which fits the most
to a given application.

As a perspective of the future work, we are working on the more robust tool for
simplifying avatar model. Some faster general purposed algorithms such as face-
based can be involved. Even the model of the skeleton can be also simplified. As a
result, avatar models are efficiently provided with high flexibility in displaying and
animation over the strongly diverse environment of multimedia terminals available at
the client-side.
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Abstract. We perform an in-depth analysis of current state-of-the-art wavelet-
based 3D model coding techniques and then present a new one that outperforms
them in terms of compression efficiency and, more importantly, provides full
spatial and SNR scalability: PLTW (Progressive Lower Tree Wavelet) coding.
As all SNR scalable bit-streams, ours can be used in heterogeneous networks
with a wide range of terminals, both in terms of processing power and band-
width. But because of being spatially scalable, the PLTW bit-stream does not
impose on the less powerful terminals the need of building detail trees as deep
as required by the maximum LOD, because the wavelet coefficients are sent on
a per-LOD basis, thus achieving a “local” SNR scalability within a “global”
spatial scalability. In particular, we show that our technique provides a substan-
tial advantage over the only similar one in a current ISO standard (MPEG-4),
and thus suggest that PLTW be considered for its future versions.

1 Introduction

Traditional coding algorithms have only focussed on efficient compression, with the
sole objective of optimizing data size for a given reconstruction quality. However,
due to the growth of the Internet and networking technology, users with different
processing capabilities and network bandwidth can easily communicate. As a result,
efficient compression alone is not enough. A new challenge appears: providing a sin-
gle flexible bit-stream that can be consumed by multiple users with different terminal
capabilities and network resources. Scalable coding is the response to this challenge.
A scalable coder produces a bit-stream containing embedded subsets, each of which
represents increasingly better versions of the original data, either in terms of resolu-
tion or distortion. Different parts of the bit-stream can then be selected and decoded
by the terminal to meet certain requirements. Low performance terminals will only
decode a small portion of the bit-stream and reconstruct a low quality and/or resolu-
tion version of the source, whereas higher performance decoders will take advantage
of the reception of bigger portions to achieve higher quality and/or resolution.

Two different types of scalability can be typically applied to 3D geometry coding,
exactly as in the better known case of image coding: SNR (Signal to Noise Ratio)
scalability and spatial scalability. SNR scalability refers to the possibility of having
different terminals decode the 3D model (or image) with the same spatial resolution

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 6172, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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but with different fidelity. On the other hand, spatial scalability is the feature in the
bit-stream that allows to decode the 3D model (or image) with different spatial resolu-
tions, i.e., number of vertices/facets (or pixels).

Both scalability types are desirable, and so is progressiveness in the bit-stream, es-
pecially in the case of streaming scenarios where bandwidth is a limiting factor and it
is important to be able to receive and display a coarse version of the media as soon as
possible, and later refine it gradually, as more data are transmitted. However, for ter-
minals with low processing power, both in terms of CPU and RAM, and with low
resolution screens, as is the case of cell phones (and to a lesser extent that of PDAS),
perhaps the most important kind of scalability is the spatial one. There is little point in
encoding a 3D mesh so that may be progressively refined to have 100000 triangles if
the cell phone that must render it can barely handle hundreds. And there is even less
point in doing so if the decoding process that must take place prior to the rendering
one will completely eat up all the cell phone resources. And even less if, anyway, no-
body will be able to tell the difference between a 100 triangle mesh and a 1000 trian-
gle one when rendered on a screen of 200x200 pixels!

In this paper we review the scalability of current state-of-the-art WSS (Wavelet
Subdivision Surface) coders [3] and then present a new algorithm that outperforms
previous techniques in terms of compression efficiency and, more importantly, pro-
vides full spatial and SNR scalability. We have chosen the WSS modelling/coding
paradigm for its adequacy to approximating and manipulating 3D surfaces at different
LODs (Levels Of Detail). The successive control meshes yielded along the subdivi-
sion process, usually called LODs themselves, are pyramidally nested, and inherently
define a multi-resolution model of the limit 3D surface, which is most appropriate to
address spatial scalability — without forgetting the SNR scalability, which comes
naturally from using wavelet coefficients.

The rest of this paper is organized as follows. Section 2 reviews the SPIHT algo-
rithm [6] and analyses both its scalability and the extra benefits of entropy coding its
output. In Section 3, we present our PLTW coder and describe the proposed modifica-
tions to the LTW algorithm [5] to achieve both SNR and spatial scalability. Section 4
compares the rate-distortion performance of the proposed coder with other SPIHT-
based coders. Finally, Section 5 concludes our presentation.

2 Analysis of SPIHT-Based Coders

For almost a decade already, the SPIHT algorithm [6] has been the reference against
which to compare other coding techniques based on the wavelet transform. It was
originally designed to code scalar wavelet coefficients, but this has been no obstacle
for extending it to handle 3D coefficients, such as the ones resulting from colour im-
ages or 3D surfaces modelled thanks to WSSs [2][3][4]. Typically, a coordinate trans-
form is applied to the coefficients coming from the RGB pixels or XYZ detail vectors,
so that their three components are decorrelated, and then the SPIHT algorithm is run
on each of the three transformed components, yielding three independent bit-streams
whose bits are interleaved in some sensible way.
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2.1 Scalability

Due to the coefficient ordering and bit-plane encoding achieved by the SPIHT algo-
rithm, the resulting bit-stream is inherently SNR scalable: every bit contributes to re-
duce the reconstruction error as much as possible for the number of already read bits.
This feature allows the decoder to simply stop reading from the bit-stream at any
point and have the best possible reconstructed model for that number of decoded bits.
Typical rate-distortion curves for a geometry coder based on the SPIHT algorithm are
shown in Fig. 1. The horizontal axis reflects the number of bits per vertex while the
vertical one shows the PSNR, defined as PSNR = 20 log,o(bbox/d), where bbox is the
bounding box diagonal, and d is the L* distance between the original and recon-
structed meshes, measured with MESH [1].

—— 06104i04 | 7|
—— 08l06106
—H— 1008108
—%— 1210110
—v 14112112

20 I L I I I I T
10 12 14 16

8
bitshertex

Fig. 1. Rate-distortion curves for different quantization schemes

Besides, as the generated bit-stream is fully embedded, it can also be truncated at a
given size in case the target file size is a restriction. However, one might wonder
whether it is better to cut the (long) bit-stream produced by running the coder over
finely quantized coefficients, or to consume the whole (shorter) bit-stream resulting
from coarsely quantized coefficients. Fig. 1 shows the rate distortion curves obtained
for bit-streams produced with different sets of quantization values. In all the cases,
coefficients have been expressed using local frames to decorrelate energy and save
bits by quantizing each of the tangential components four times more coarsely (i.e.,
with two bits less) than the normal one [2][3]. The three values in each of the entries
of the legend reflect the number of bits assigned to the normal and two tangential
components, respectively: nbitsylnbitstInbitst,. It can be seen how, for a given target
size S, the best option is to choose the values nbitsy, nbitsy; and nbitst, (note that
there is only one variable if one sets nbitst, = nbitst, = nbitsy — 2) so that the resulting
bit-stream is slightly larger than S, and then truncate it to S. In fact, quantization sets
of high values (e.g., 14112112) hardly contribute to lessen the reconstruction error
compared to sets with lower values (08106106 or 10108I08), even though the generated
bit-stream is substantially larger.

Nevertheless, although the SPIHT coder is fully SNR scalable, it does not support
spatial scalability and does not yield a bit-stream that can be easily parsed according
to a given maximum resolution (i.e., number of subdivisions or LODs) imposed by
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Fig. 2. Bit-stream distribution among different LOD’s for the venus model: coefficient (left)
and navigation (right) bits assigned to each LOD

the decoder. The reason for this is that the sorting pass of the SPIHT algorithm groups
together coefficients with similar magnitude, independently of the LOD they belong
to, and then outputs their bits interleaved. The wavelet transform decomposes the ini-
tial model into bands with details of diminishing energy, which makes very likely that
coefficients from the root or upper branches of the detail tree are sent before those of
the leaves. However, Fig. 2 proves how that assumption is not always true by showing
the distribution among levels of the read bits for each part of the bit-stream. For this
bit-to-level assignment, we have distinguished two types of bits: bits that can be di-
rectly attributed to a single coefficient; and “navigation” bits gathering information
from multiple coefficients (which are the descendants of some other), which are used
to guide the algorithm through the different stages. The assignment of the first ones is
straightforward and it is depicted in Fig. 2 (left). For the second ones, we have de-
cided to split each bit between all the coefficients involved and impute them only a
fraction of that bit. For instance, let us call nsubdiv the total number of subdivisions
(in Fig. 2, nsubdiv = 4), and consider one of the navigation bits that must be output to
reflect the significance, with respect to the current bit-plane, of the descendants of a
given coefficient of LOD nsubdiv — 2. As such a coefficient has (in general) four sons
and sixteen grandsons, 4/20 bits will be imputed to LOD nsubdiv — 1 and 16/20 to
LOD nsubdiv. The fraction of navigation bits vs. the fraction of read bits is plotted in
Fig. 2 (right). As it is shown, at any stage of the bit-stream, the bit contribution comes
from all levels, and even at its beginning, where almost all the coefficient bits come
from lower LODs, the amount of navigation bits from LOD 4 is especially high —
which is not at all desirable if a terminal can only handle, say, LOD 2, as it may al-
ready be obvious, but explained further in Section 4.

2.2 Entropy Coding

Even though the SPIHT algorithm is very efficient at exploiting the correlations be-
tween the detail of a parent and those of its descendants, its output can be further
compressed by using entropy coding. In this respect, arithmetic coding [8] is probably
the best choice, as it allows to use a fractional number of bits per symbol, although at
the expense of larger (de)coding complexity.



Progressive Lower Trees of Wavelet Coefficients 65

As already stated in the original SPIHT paper [6], there is little gain by entropy
coding coefficient signs or bits output during the refinement pass. However, signifi-
cance bits are not uniformly distributed: for early bit-planes, most coefficients are in-
significant, resulting in zeroes, whereas for later bit-planes, many coefficients become
significant, resulting in ones. Besides, there is also a statistical dependence between
the significance of a coefficient and those of its descendants, and between spatially
close coefficients.

We have then implemented arithmetic coding of the coefficients using two ap-
proaches. The first one consists in using an adaptive model for each type of bit (sig-
nificance, sign, refinement and so on) sent to the output, reflecting the fact that some
symbols tend to be grouped. The second approach takes also advantage of the spatial
correlation between coefficients by grouping the significance bits of the children of a
detail and coding them as a single symbol [6].

Table 1 shows the efficiency gain obtained by using arithmetic coding. There is a
benefit of around 6% when the first approach (row “AC”) is followed and around 8%
when the more complex modelling (row “AC++") is considered. In a typical asym-
metric scenario where one encoder runs as an off-line process on a much more power-
ful machine than the ones used by the many decoders, so encoder complexity is not as
big an issue as decoder complexity is. The ultimate decision of whether to use entropy
coding or not is then a compromise between compression and decoder complexity.
Nevertheless, notice that the second approach is hardly preferable to the first one, as it
only provides a very slight compression improvement, whereas the complexity of its
decoder (especially in terms of memory) is considerably larger.

Table 1. Effect of arithmetic coding of the SPIHT bit-stream for some models

model venus bunny horse dinosaur
no AC 1414885 646111 662048 1466663
AC 1326293 603238 621358 1381779
AC++ 1298064 590795 607414 1353311

3 Proposed Technique: Progressive Lower Tree Wavelet Coder

The proposed technique builds upon the work described in [5] for still image coding,
which represents a low complexity alternative to traditional wavelet coders, like
SPIHT [6] and EBCOT [7], with a higher compression performance and featuring
spatial scalability. As a counterpart, it does not provide full SNR scalability due to the
fixed, sequential traversal of the coefficients. To achieve both spatial and SNR scal-
ability, we have introduced bit-plane encoding of the coefficients for each LOD.

3.1 Algorithm

In this algorithm, the quantization process is performed by following two strategies: a
scalar uniform quantization of the coefficients with nbits bits is applied prior to the
encoding itself; later on, once the algorithm is executed, the rplanes least significant
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0. INITIALIZATION
output nbits
output rplanes
1. CALCULATE LABELS
scan the bottom-most detail level in blocks B of coefficients within the same tree
for each de B
if d <27 VdeB
d := LOWER_COMPONENT Vde B
else
foreachd e B
ifd< zrplanex
d = LOWER
scan the rest of levels from bottom to top in blocks B of coefficients within the tree (top
level details will be arranged in groups of 4)
for each de B
if d < 2'7'" A d’ = LOWER_COMPONENT Vde B, ¥d’€ O(d)
d = LOWER_COMPONENT Vde B
else
foreachd e B
if d < 2'P" A d’ = LOWER_COMPONENT Vd’e O(d)
d = LOWER
if d < 27" A d’ # LOWER_COMPONENT Vd’e O(d)
d :=ISOLATED_LOWER
2. OUTPUT COEFFICIENTS
scan the detail levels from top to bottom
LIC:=LSC =0
Add all the details not labeled as LOWER_COMPONENT to the LIC
output nbb (number of bits needed to code the largest coefficient in the LOD)
set n :=nbb
while n > rplanes
for each de LIC
output b := n™ bit of d
ifb=1
output sgn(d)
if O(d) #+<
output b :=(d’ # LOWER_COMPONENT) Vd’e O(d)
move d to the LSC
for each de LSC (excluding entries just appended in this same pass)
output b := n™ bit of d
for each de LIC
output the label of d (can only be LOWER or ISOLATED_LOWER)
decrement n by one

Fig. 3. Proposed encoding algorithm

bit-planes of the coefficient are removed. As it can be seen in Fig. 3, the final algo-
rithm has two main stages.

During the first step, the coefficient trees are scanned from the leaves (bottom) to
the root (top) to try and grow subtrees of what we call “irrelevant” coefficients, i.e.,
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lower than 27", A node whose descendants (represented as O(d) in Fig. 3) are all
irrelevant is labelled as LOWER_COMPONENT. To start, all coefficients of the bot-
tom-most level (i.e., LOD nsubdiv) sharing the same parent (of LOD nsubdiv — 1) are
checked for irrelevance, and hopefully labelled all as LOWER_COMPONENT. Later
on, if an upper level node N is irrelevant and all its sons are labelled as
LOWER_COMPONENT, then N is a good candidate to be tagged itself as
LOWER_COMPONENT, yielding a new, larger lower-tree, providing that all its sib-
lings are also candidates to be tagged as LOWER_COMPONENT. However, if any of
the sons of a node N is relevant, the lower-tree cannot continue growing upwards. In
that case, those irrelevant sons of N having all their sons labelled as
LOWER_COMPONENT will be tagged as LOWER, while other irrelevant sons of N
will be tagged as ISOLATED_LOWER (see Fig. 3).

Notice that some nodes are not labelled at all, and that no extra space is needed to
store these four labels (&, LOWER, LOWER_COMPONENT, ISOLATED_LOWER),
since the lower rplanes bits of the coefficient are not coded, which allows to encode
them as codewords in the range [0, 3] as long as rplanes = 2.

In the second stage, which is our main contribution, the coefficients are sequen-
tially scanned in LODs starting from the top-most one and moving downwards. Coef-
ficients are bit-plane encoded with the help of two lists, LIC (List of Insignificant Co-
efficients) and LSC (List of Significant Coefficients), used to keep track of their
significance with respect to the current bit-plane. In each bit-plane pass #, all the coef-
ficients in the LIC are tested: those having the n™ most significant bit set are moved to
the LSC. Then, the coefficients in the LSC are processed sequentially and the n™ bit of
each of them is output. The last step before moving to the next LOD consists in en-
coding the labels of the remaining coefficients, which are still kept in the LIC. These
symbols do not contribute to lower the reconstruction error as they only provide in-
formation for the next LODs, and could even be skipped if the decoder will not de-
code further LODs.

3.2 Scalability

The hierarchical traversal of the coefficients, scanned in LODs, naturally produces a
spatially scalable bit-stream. This way, the decoder first receives all the coefficients
corresponding to a LOD and, only when it has finished reading them, it proceeds (if it
has enough resources) with those from the next. Besides, with the introduction of bit-
plane encoding, bits from each LOD are ordered in such a way that the first to arrive
are the ones that contribute more to lower the reconstruction error, while bits from
negligible coefficients arrive last. Fig. 4 shows renderings of the bunny model at dif-
ferent stages of the decoding process. First, LOD 1 is progressively reconstructed
(second row). Once all coefficients of LOD 1 have been decoded, the mesh is subdi-
vided and details in LOD 2 are processed (third row). LOD 3 (fourth row) and forth-
coming levels are sequentially decoded until the whole bit-stream is read.

Fig. 5 shows the rate distortion curves for both the original LTW coder and our
technique. The leap between LODs is clearly reflected in the curve discontinuities,
which are the result of applying a subdivision scheme with a smoothing stage, such as
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LOD3 - 0% bit-stream LOD3 - 50% bit-stream LOD3 - 100% bit-stream

Fig. 4. Progressive reconstruction of the bunny model from a PLTW bit-stream
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Fig. 5. Scalability of the original LTW algorithm and our PLTW technique for the venus (left)
and bunny (right) models

Butterfly or Loop. This means that just by moving from a given LOD n to LOD n + 1,
the reconstruction error is reduced (this effect will not occur for Midpoint subdivision,
which only consists of an upsampling stage). Because of the sequential scanning of
the coefficients in the LTW algorithm, the distortion curves between levels are arbi-
trarily shaped, although monotonically increasing, as they depend on the also arbitrary
distribution of coefficients. In contrast, the curves for the PLTW coder demonstrate
how bits with larger contribution are sent first whereas unimportant ones are output at
the end. Note that the whole curve is not globally smooth, as in the SPIHT algorithm
(see Fig. 1), because the bit-plane encoding is only performed on a per-level basis,
while the SPIHT algorithm considers coefficients from all levels at the same time.

3.3 Entropy Coding

We have also analysed the gain obtained by entropy coding the PLTW bit-stream.
Table 2 shows there is around a 46% benefit (42% in the worst case, for all the mod-
els we tested) when adding an arithmetic coder. Therefore, the PLTW algorithm is not
as efficient as the SPIHT coder at exploiting relations between coefficients and the
use of an entropy coder is almost required. However, the number of adaptive models
needed in the arithmetic coder is still low, reducing the complexity and requirements
of both the encoder and the decoder.

Table 2. Arithmetic coding of the PLTW bit-stream

model venus bunny horse dinosaur
no AC 1681701 825543 879696 1945907
AC 970636 441077 454124 1006442

4 PLTW vs. SPIHT

We now compare the PLTW coder with other SPIHT-based coders. Fig. 6 (top) shows
the rate distortion curves for the PLTW coder and the arithmetic coded version of the
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SPIHT algorithm (following the first of the approaches described in Subsection 2.2)
for different LODs. LODs 1 and 2 are quickly reconstructed because their details are
those that contribute more to lower the error. It seems clever to cut the stream or stop
decoding after some point (e.g., 0,75 b/v for LOD 1 or 1,5 b/v for LOD 2) if only in-
terested in coarser LODs, as the bits to come will hardly increase the PSNR. How-
ever, even in those cases, the decoder needs to build the whole detail tree (including
finer LODs than those of interest) to be able to follow all the branches of the SPIHT
algorithm. On the contrary, due to the spatial scalability of the PLTW coder, the de-
coder is able to stop decoding exactly at the desired LOD without allocating extra re-
sources for further LODs — and even with a lower reconstruction error!

| ——pPuwaAc L PLTW-AC

r —— SPHF-ACLOD1 ———x x —— SPIHF-ACLODI
% —B— SPHFACLODR || 20 —B— SPHTFACLODR|
—— SPHT-ACLODG q —o— SPHF-ACLODS
—%— SPHFACLOD4 —7— SPHTACLODA
20 : : 0 ‘ : :
o 1 2 3 4 5 6 1 2 3 4 5 6 7
bits/hertex bits/ertex
80, T T T 70
e 58
- = —x S
B
/ T
/ P4
[
o
E——y
—— SPHTAC - Z:m "
—5— MPEG4
. : : —5— MPEG4
o 2 4 6 8 10 12 14 10 : : : . ‘ ‘ T ;
Bitshertex o 1 2 3 4 5 6 7 8 9

bitshertex

Fig. 6. PLTW vs. SPIHT: Per-LOD comparison (top) and overall compression (bottom) for the
Max-Planck (left) and bunny (right) models

Fig. 6 (bottom) compares the overall compression performance of our technique
with the SPIHT-AC algorithm and the WSS tool of MPEG-4’s AFX (Animation
Framework eXtension) [4], which also uses the SPIHT, but without AC. Except at
very low rates, where the PLTW is still reconstructing upper LODs and does not
benefit from the smoothing effect of subdivision (while its competitors do), our tech-
nique always results in higher PSNRs for the same bitrate. It is also noticeable how
none of the SPIHT-based coders is able to reach the same PSNR as the PLTW coder
even employing 160% (SPIHT-AC) or 330% (MPEG-4) of the bits used by PLTW for
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the same quantization set of values. The poor results of the MPEG-4 coder are due to
the overhead introduced to support view-dependent transmission of coefficient trees.

5 Conclusion

After an in-depth analysis of current state-of-the-art techniques for the hierarchical
coding of 3D models with WSSs, we have proposed ours, the PLTW (Progressive
Lower Tree Wavelet) coder, which achieves higher compression ratios and features
both spatial and SNR scalability. Thanks to this, the same compact and scalable bit-
stream can be used in heterogeneous networks with a wide range of terminals, both in
terms of processing power and bandwidth. Our bit-stream does not impose on the less
computationally powerful terminals the need of building detail trees as deep as re-
quired by the maximum LOD to follow the logical branching of the SPIHT algorithm,
because the wavelet coefficients are sent on a per-LOD basis, thus achieving a “local”
SNR scalability within a “global” spatial scalability.

Entropy coding has also been studied as a post-processing solution, and proven to
provide an important benefit in compression efficiency, especially in the PLTW algo-
rithm, compared to the additional complexity added to the decoder.

In particular, we have shown how our PLTW technique provides a substantial ad-
vantage over MPEG-4’s WSS tool, which is the only similar one in a current ISO
standard. We therefore believe that our technique should be considered for future ver-
sions of MPEG-4’s AFX toolset, especially if one of its targets will be 3D Graphics
applications for mobile terminals, in which the view-dependence offered by its cur-
rent WSS tool would be much less important than the computational complexity and
bandwidth savings offered by PLTW.

Finally, we would like to stress that, although we have developed our technique
within the field of 3D model coding, it should yield the same excellent results when
applied to image coding, or to any other problem addressable with the SPIHT
algorithm.
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Abstract. Graphic models represented by 3D polygonal mesh (with geometry,
color, normal vector, and texture coordinate information) are now heavily used
in interactive multimedia applications. As an international standard, MPEG-4
3D mesh coding (3DMC) is a compression tool for 3D mesh models. Texture
mapping on a 3D mesh model is now getting popular, since it can produce high
quality reconstruction even with small number of polygons used. Texture
coordinates (TCs) play an important role in texture mapping. In compressing
TCs using 3DMC, we found that the lossless compression is not guaranteed,
which jeopardizes the texture mapping due to the precision error between the
original and reconstructed TC values. In this paper, we proposed an adaptive
quantization scheme for efficient TC compression in 3DMC. By adaptively
choosing the step size for quantization, the proposed method can guarantee the
lossless compression.

1 Introduction

3D polygonal mesh models are now heavily used in interactive multimedia
applications. To maintain a convincing level of realism, many applications require
highly detailed complex models. However, such models demand broad bandwidth and
much storage capacity to transmit and store. To address these problems, many 3-D
mesh compression algorithms have been proposed by reducing the size of 3-D
models.

As one of the well-known conventional algorithms, 3D mesh coding (3DMC)
introduced in MPEG-4 Visual Version 2 [M4V2] can typically compress VRML data
1 40 to 50 times without noticeable visual degradation 23. Moreover, other than
compression, incremental rendering, error resilience, support of nonmanifold models,
and hierarchical buildup functionalities are supported by 3DMC 23.

A 3D mesh model is described by geometry information, connectivity information,
and other properties, such as colors, normal vectors, and texture coordinates. 3DMC
compresses all information and properties of the 3D mesh model, where texture
coordinate (TC) values are also compressed 4.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 7383, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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The more the number of polygons used, the better the quality of the rendered 3D
model is. However, this increases the complexity of rendering. Another popular way
is to use a small number of polygons with high quality texture with texture mapping.
This helps accelerating the rendering process by decreasing the number of polygons.

TCs play an important role in mapping a texture on top of the 3D geometry of a
model. Using 3DMC, we found that TC may be coded lossy, which means that the
original value may not be preserved after compression. The precision error of a TC
value can cause a serious texture mapping distortion 5. And lossless compression of
3D meshes is clearly identified as mandatory functionalities in MPEG 6.

There have been quite a few papers on geometry compression of 3D meshes thus
far 7-10. It, however, should be noted that many existing researches overlooked the
importance of lossless compression of texture coordinate information.

In this paper, we proposed an adaptive quantization scheme for efficient TC
compression in 3DMC. The proposed scheme is to enable lossless compression of TC
values (possibly) with better compression efficiency.

The remainder of this paper is as follows. Section 2 describes the TC compression
and the proposed methods in 3DMC. In the Section 3, experimental results are given.
Finally, we summarize this paper in Section 4.

2 Adaptive Texture Coordinate Quantization Scheme

2.1 Texture Mapping and Mapping Distortion

In order to map a texture on a polygon of 3D mesh, TCs are used to map vertices of
the polygon to the corresponding texture. TCs are originally represented by integer
numbers, since they indicate the pixel locations. However, TCs are described as real
numbers between 0 and 1 in many textual descriptions for convenience.

Precision error by converting from integer to real may have an impact on rendered
image. This precision error is not a critical problem, when compared to the
quantization error caused by any compression algorithm. Since most mesh
compression algorithm is lossy, there is no guarantee to losslessly represent TC values.

Fig. 1 shows an example of texture mapping distortion due to the lossy compression
using 3DMC. The mapping distortion happens in the quantization process, where each
real value is quantized, which no longer represents the original integer value.

2.2 Proposed Adaptive Quantization Scheme

In order to solve this distortion problem caused by quantization, we proposed to use
an adaptive quantization scheme that adaptively chooses the quantization step size
(QSS). Originally, the quantization step size is determined by bits per texture
coordinates (bpt) given by the encoder input. However, in order to minimize the
impact of quantization error, one can exploit two factors: 1) inverse of the texture
image size and 2) interval of TCs.

If the QSS is set to be one pixel width (by choosing 1/texture image size), the
quantization error can be minimized. We also found that (ordered) TC values are
quite often evenly spaced with a regular interval. In this case, the QSS value can be
set to be the found regular interval of ordered TC values (in pixels). Finally, the value
of QSS can be one of the following values as shown in Equation (1).
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Fig. 1. Mapping distortion from quantization error

TC values are quantized by a step size in three cases. In (1-a), we used bpt of the
conventional 3DMC as the quantization step size that never considers the value of
TC. However, QSS1 or QSS2 may be a divisor of TC values, where further reduction
of bits is expected.

QTC, =TC,/ step _size

step _ size : 27" (1-a) 3DMC
‘texture _size™ (1-b) QSS1
:regular_interval (1-¢c) QSS2

where, step _size <27 and 0< QTC, <27 -1 .

The major reason for further reduction in compression of TC values is that the QSS
(in 3DMC) value is normally larger than QSS1 or QSS2. Otherwise, a lossless texture
compression cannot be guaranteed. For instance if an image size is 500 x 500, the
encore is likely to use the QSS value of 9 (29= 512 > 500). If we choose QSS to be
1/500 (instead of 1/512), we are saving unnecessary 12 quantization steps (with more
compression) and (hence) increasing the fidelity of TC values. If there is a regular
interval that is larger than one-pel width, one can expect more bit savings.

2.3 Bit-Stream Syntax and Semantics

In order to house this change in the coder-decoder structure of 3DMC, we have to add
a signal to indicate the usage of adaptive QSS as shown in Fig. 2. If QSS_flag is
‘ON’, QSS_u and QSS_v are available in bit-stream. Their semantics are as follows.
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e QSS_flag
This boolean value indicates whether delta values are used or not.

e QSS_u
This 16-bit unsigned integer indicates the value of delta in direction u(x) for
quantization.

e QSS_v
This 16-bit unsigned integer indicates the value of delta in direction v(y) for
quantization.

texCoo | texCoo | texCoo | texCoo | texCoo | texCoo
rd_bin | rd_bb | rd_um | rd_vm | rd_siz | rd_qu
ding ox in in e ant 1

Qss texCoor| texCoo | texCoo
fl — | d_pred | rd_nla| rd_la
ag _type mbda | mbda

QSS_u | QSS_v

Fig. 2. Bit-stream syntax with QSS

3 Experimental Results

3.1 Test Conditions

We have used a few models with TCs which are available in SNHC homepage. The
used test models are listed in Table 1. To evaluate the lossless coding performance,
we have used three methods: 1) 3DMC, 2) QSS1, and 3) QSS2.

For evaluation of lossless performance of the methods, we computed mean square
error (MSE), compared bit rates, and counted the number of losslessly encoded
coordinates. In addition to the objective measures, we have compared the test results
subjectively and attached some of the results.

3.2 Error Estimation and Overhead Bits in Original and Fixed VRML Files

Objective performance evaluation on the reference method (3DMC) and the proposed
methods are given in Tables 2 and 3. We have used the term ‘original VRML’ to
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indicate the original test models, whereas the term ‘fixed VRML’ is used when the
input file to 3DMC is filtered first before encoding. The filtering process is to avoid
multiple (different) real values that indicate the same integer texture coordinate.
Therefore, the ‘fixed” VRML files can guarantee one-to-one mapping in data type
conversion from real to integer even after compression.

Table 1. Image size for test models

VRML Image Image size
batteryD.wrl battery.jpg 600*400
earth.wrl earth.jpg 800*400
nefert131b.wrl nefert131.jpg 512*512
vasel131b.wrl vasel31.jpg 512*512
vase212b.wrl vase212.jpg 512%512

If losslessly compressed, the value of MSE is zero and the lossless count is 100.
To estimate compressed TC bits, we use TC bits of 3DMC as a reference. From the
table, one can clearly see that the proposed methods can support lossless
compression with better compression efficiency. TC bits of QSS1 and QSS2 are
about 10 percent less than those of 3DMC with ‘original VRML’. In ‘fixed VRML’,
QSS1 and QSS2 have 10 ~ 40 percent better compression efficiency than 3DMC
with lossless coding.

From Table 2, it should be noted that selection of QSS may lead to different
compression results with the same bpt value. For example, the tested model batteryD
was compressed more and better using the QSS1 method than the 3DMC method. It
means that the bpt value simply indicates that the encoder will choose the number of
quantization steps from 1 to 27-1.

3.3 Error Estimation and Overhead Bits with the Same BPT and Maximum
BPT

In Table 4, we analyzed the performance of the coding methods at the same bpt. The
results clearly indicated that the proposed method meets the lossless coding
requirement with better compression efficiency. We also evaluated the best-effort
performance of 3DMC to reach its best effort to support lossless compression at the
maximum bpt (16) which leads to the fact that 3DMC was not able to support lossless
compression in Table 5.
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Table 2. Objective evaluation with original VRML

Method MSE Lossle(iz )count T(qu))lts bpt

3DMC 0.8073 26.97 100.00 10

batteryD QSS1 0.0000 100.00 89.83 10
QSS2 0.0000 100.00 253.83 24

3DMC 0.9937 14.69 100.00 10

earth QSS1 0.0000 100.00 94.48 10
QSS2 0.0000 100.00 59.55 7

3DMC 0.8420 26.52 100.00 10
nefert131b QSS1 0.0000 100.00 90.48 9
QSS2 0.8253 27.00 90.40 9

3DMC 0.8422 26.32 100.00 10
vasel31b QSS1 0.0000 100.00 90.52 9
QSS2 0.8468 25.49 90.46 9

3DMC 0.8410 26.74 100.00 10
vase212b QSS1 0.0000 100.00 90.47 9
QSS2 0.8996 21.74 90.55 9

Table 3. Objective evaluation with fixed VRML

Method MSE Lossl;atsy:)count T?ty},))lts bpt

3DMC 0.8002 24.82 100.00 10

batteryD QSS1 0.0000 100.00 93.68 10
QSS2 0.0000 100.00 93.68 10

3DMC 0.9422 12.24 100.00 10

earth QSS1 0.0000 100.00 94.43 10
QSS2 0.0000 100.00 59.52 7

3DMC 0.8426 25.56 100.00 10
nefert131b QSS1 0.0000 100.00 90.48 9
QSS2 0.0000 100.00 90.48 9

3DMC 0.8441 25.65 100.00 10
vasel31b QSS1 0.0000 100.00 90.52 9
QSS2 0.0000 100.00 90.52 9

3DMC 0.8264 27.72 100.00 10
vase212b QSS1 0.0000 100.00 90.47 9
QSS2 0.0000 100.00 90.47 9
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Table 4. Objective evaluation compared with the same bpt

Lossless count TC bits
Method MSE (%) (%) bpt
3DMC 0.8073 26.97 100.00 10
batteryD
QSS1 0.0000 100.00 89.83 10
carth 3DMC 7.1106 0.00 100.00 7
QSS2 0.0000 100.00 82.86 7
3DMC 1.5963 10.95 100.00 9
nefert131b
QSS1 0.0000 100.00 100.11 9
3DMC 1.5685 9.17 100.00 9
vasel31b
QSS1 0.0000 100.00 100.06 9
3DMC 1.4167 0.07 100.00 9
vase212b
QSS1 0.0000 100.00 100.02 9
Table 5. Objective evaluation compared with maximum bpt (16)
Lossless count TC bits
Method MSE (%) (%) bpt
3DMC 0.0125 98.75 100.00 16
batteryD
QSS1 0.0000 100.00 50.45 10
carth 3DMC 0.0303 96.98 100.00 16
QSS2 0.0000 100.00 34.88 7
3DMC 0.0211 97.90 100.00 16
nefert131b
QSS1 0.0000 100.00 57.37 9
3DMC 0.0220 97.80 100.00 16
vasel31b
QSS1 0.0000 100.00 57.58 9
3DMC 0.0386 96.15 100.00 16
vase212b
QSS1 0.0000 100.00 57.49 9

3.4 Subjective Quality

The original nefert!31b model before compression is showed in Fig. 3. In Fig. 4, we
provided some snapshots of rendered images of the three coding methods for
comparison. We used 10 bpt for (a) 3DMC and 9 bpt for (b) QSS1 and (c) QSS2.

The original vase212b model before compression is also showed in Fig. 5. Some
snapshots of rendered images of the three coding methods are presented in Fig. 6. We
also used 10 bpt for (a) 3DMC and 9 bpt for (b) QSSI1 and (c) QSS2. From the
snapshots, one can clearly see the mapping distortion from 3DMC.
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Fig. 3. Rendered model before coding (nefert131b)

(a) 3DMC (MSE: 0.8420 Lossless count: 26.52% TC bits: 100% bpt: 10)

Fig. 4. Subjective quality (nefert131b)
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(b) QSS1 (MSE: 0.0 Lossless count: 100% TC bits: 90.48% bpt: 9)

(c) QSS2 (MSE: 0.8253 Lossless count: 27.0% TC bits: 90.4% bpt: 9)

Fig. 4. (Continued)
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Fig. 5. Rendered model before coding (vase212b)

(a) 3DMC (MSE: 0.8410 Lossless count: 26.74% TC bits: 100% bpt: 10)

(b) QSS1 (MSE: 0.0 Lossless count: 100% TC bits: 90.47% bpt: 9)

Fig. 6. Subjective quality (vase212b)
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(c) QSS2 (MSE: 0.8996 Lossless count: 21.74% TC bits: 90.55% bpt: 9)

Fig. 6. (Continued)

Conclusions

Texture mapping is an important method to realistically present 3D mesh model,
which is highly dependent upon TC accuracy. For the lossless compression of TC, we
proposed an adaptive quantization scheme in 3DMC. By adaptively choosing the step
size for quantization, the proposed method can guarantee the lossless compression.
Efficiently estimating regular interval in TC values would be one of the future
directions that we intend to research.

References

10.

A. Nadeau, VRML 2.0 Sourcebook, Wiley, 1997.

1
2. Fernando Pereira and Touradj Ebrahimi, The MPEG-4 Book, Prentice Hall, 2002
3.
4

Aaron E. Walsh and Mikael Bourges-Sevenier, MPEG-4 Jump-Start, Prentice Hall, 2002
"Information Technology - Coding of Audio-Visual Objects - Part2: Visual", ISO/IEC

JTC1/SC29/WG11 N5546, Mar. 2003, Pattaya, Thailand

Sunyoung Lee, Daiyong Kim, Byeongwook Min, Eun-Young Chang, Namho Hur, Soo In
Lee, and Euee S. Jang, "Efficient texture coordinate compression based on 3DMC",
ISO/IEC JTC1/SC29/WG11, M11933, Apr. 2005, Busan, Korea.

"MPEG-4 requirements, version 18”7, ISO/IEC JTC1/SC29/WG11 N5866, Jul. 2003,
Trondheim, Norway

G. Taubin and J. Rossignac, “Geometric compression through topological surgery”, ACM
Transactions on Graphics, 1998.

M. Isenburg and J.Snoeyink, “Mesh collapse compression”, In Proceedings of
SIBGRAPI’99 - 12th Brazilian Symposium on Computer Graphics and Image Processing,
1999.

M. Isenburg, “Triangle Fixer: Edge-based Connectivity Compression”, 16th European
Workshop Comput. Geom., 2000.

Eun-Young Chang, Daiyong Kim, Byeongwook Min, Sunyoung Lee, Namho Hur, Soo In
Lee, and Euee S. Jang, “3DMC Extension for the Efficient Animation Support”, ISO/IEC
JTC1/SC29/WG11 M11938, April, 2005, Busan, Korea



Special Effects: Efficient and Scalable Encoding of the 3D
Metamorphosis Animation with MESHGRID

JToan Alexandru Salomie, Rudi Deklerck, Dan Cernea, Aneta Markova,
Adrian Munteanu*, Peter Schelkens*, and Jan Cornelis

Vrije Universiteit Brussel, Dept. ETRO, Pleinlaan 2, 1050 Brussels, Belgium
{iasalomi, rpdekler, cdcostin, amarkova, acmuntea,
pschelke, jpcornel}@etro.vub.ac.be

Abstract. Metamorphosis or morphing is a technique to accomplish a gradual
shape transformation between a source object and a target object. This tech-
nique is usually used for animation, i.e., to create some special effects, but it
can be also employed as a modeling tool where some existing shapes are com-
bined in order to obtain new shapes. Several interactive or automatic morphing
techniques were designed in the past but always with a specific object represen-
tation in mind. In this paper we propose a generic framework for 3D morphing,
that allows multi-resolution surface extraction and provides a hybrid (surface-
volume) dynamic representation which is suitable for encoding the static mod-
els, for supporting different morphing methods, and for encoding the intermedi-
ate 3D frames (generated during the morphing process) in a MPEG-4 stream.

1 Introduction

Morphing is a computer animation method to blend shapes, which has been success-
fully used for the generation of special effects in movies, TV advertisements, and
computer games. It also finds applications in 3D medical image analysis and visuali-
zation, in industrial applications (CAD, CAM), scientific modeling and visualization.
According to [1], some more concrete example applications are: visualization during
cranio-facial surgery; anthroplogical studies on the evolution of the shape of the
skulls of primates and humans; study of environmental changes on sea level and for-
est cover; continental drift or erosion; and study of the biological processes such as
plant growth and fetal development. Given the diversity of applications morphing has
not only taken an important place in the computer graphics world, but also in other
scientific fields.

Some principles to achieve “good” morphing results, such as topology preserva-
tion, feature preservation, rigidity preservation, smoothness and monotonicity, are
mentioned in [2]. But not all of these principles are always valid since they are
strongly application dependent, e.g., in special-effects industry sometimes artificial
shape transformations are more impressive than physically correct transformations,
which however would be mandatory in some technical applications.

* This work was supported by DWTC — Belgium (TAP Tracing project). P. Schelkens and A.
Munteanu have post-doctoral fellowships with the Fund for Scientific Research — Flanders
(FWO), Egmontstraat 5, B-1000 Brussels, Belgium.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 84-95, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Morphing techniques are in general strongly dependent on the object representa-
tion, i.e. on the way one describes the models. A detailed survey of the various
morphing approaches classified according to object representation is given in [3]. The
object representations suited for morphing can be coarsely classified into 3 groups:
boundary, volumetric and elevation models.

Boundary morphing is the process of metamorphosis where the source and target
are objects described by a set of polygons. One of the important characteristics of a
mesh model is that it describes the topology of the model. Therefore, several packages
support model creation in this format, and several mesh morphing methods have been
developed for the entertainment industry. One of the key problems in boundary
morphing is the correspondence problem, i.e., to establish an appropriate parametriza-
tion correspondence between the source and one or more destination 3D meshes.
Gregory et al. [4] and Kanai et al. [5] successfully solved this problem by embedding
the input 3D meshes into a sphere or a disk and then finding the parametrization cor-
respondence there. Further, Lee et al. [6] used multiresolution analysis in order to
solve the correspondence problem via coarse-to-fine parametrization matching. How-
ever, these methods are limited to cases in which 3D source meshes need to be
morphed to topologically equivalent (i.e., homeomorphic) destination meshes.

Morphing a source mesh to a topologically different destination mesh (e.g. morph-
ing a sphere into a torus) without, or with minimal, user interaction, is still a chal-
lenge. A possible approach is using Reeb graphs [7] to detect the critical points where
the changes in topology occur. The Reeb graph (which defines the topological skele-
ton of an object) together with the contours of the object represent the entire 3D ob-
ject. By using this method, the metamorphosis can be seen as a sequence of transi-
tions between the different topology types. Additionally, there are some interactive
solutions [8] which insert key-frames to link two distinct surface topological types
during a topological transition. Nevertheless, complex topologies are time-consuming
to morph especially if they require constant user interaction.

Algorithms are however a bit more straightforward when using volumetric repre-
sentations. Within a volumetric representation the object is described by an entity that
provides a value at each point in 3D space, e.g., by evaluating an analytically ex-
pressed function or by retrieving the value from discrete samples stored in a 3D grid.
While volumetric approaches are not as popular as polygonal formats for the enter-
tainment industry, volumetric approaches are free of restrictions on topology and ge-
ometries: they can easily morph objects of different genus (e.g., a sphere with a to-
rus), are typically not burdened with the difficult vertex/edge/face bookkeeping of
surface methods and surfaces cannot pass through each other. Most volumetric algo-
rithms do not need a bijective mapping between the vertices of the source and target
formats like mesh morphing techniques. In addition, volumetric morphing can easily
be applied to meshes by converting them to volumetric data or implicit surfaces [9],
while the reverse operation may result in topologies that are difficult to morph.

Several volumetric approaches have been designed. The simplest method to morph
is to linearly interpolate between the source and the target volume, but this approach
doesn’t produce a natural and smooth morphing. Therefore, Hughes in [10] suggests
not to interpolate volumes directly, but in the frequency domain. His approach is
based on the observation that high-frequency components of the volumetric model
represent usually small details, while the low-frequency components represent the
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general shape of the object. The interpolation of details seems unimportant compared
to the interpolation of the general shape. So Hughes suggests to gradually remove the
high frequencies of the source model, interpolate towards the low frequencies of the
second model, and then blend in the high frequencies of the second model. He et al.
[11] takes the idea further by morphing in the wavelet domain. Since a wavelet trans-
form is localized in both the frequency domain and the spatial domain, the problems
of high frequency distortion encountered in [10] and unsmooth transformation can be
alleviated simultaneously. Breen et. al [12] takes another approach; they employ an
active deformable surface which starts from the source shape and smoothly changes it
into the target shape. This deformation process is described by the optimization of an
objective function that measures the similarity between the target and the deforming
surface. They represent the deformable surface as a level set (iso-surface) of a densely
sampled scalar 3D function, and derive surface movements from changes in the gray-
scale values of the volume, computed via the narrow-band method. Semval et al. [1]
uses the concept of cellular automata to perform morphing, which is a dynamic sys-
tem where an N dimensional space is created with each cell containing a value which
changes according to pre-determined rules depending on the neighborhood. From this
simple local concept, complex global patterns and behavior emerge as the morphing
animation considers the response of all the cells within the lattice. Yet, although
volumetric approaches offer many advantages, an important drawback when process-
ing high resolution volumetric data is the large memory requirements. Therefore, to
support the morphing approaches in a memory efficient way, a scalable representation
allowing to perform the processing on a region of interest (ROI) basis is needed.

In this paper we will explain how the MPEG-4 MESHGRID object representation
([13], [14], [15], [16]), can be used to represent the source and destination models, to
support different morphing methods, and to encode the 3D morphing sequence as a
scalable MPEG-4 stream so that it can be played back as a free-viewpoint interactive
3D animation. In the next section MESHGRID will be described in more detail and we
will see that it is accompanied by a surface extraction method called TRISCAN ([14],
[16]), which can be used to extract multi-resolution surfaces of the shape underlying
the volumetric or implicit surface representation. It will be shown that MESHGRID is a
hybrid representation, which works on a ROI basis, and which preserves both the
volumetric description of the scene and the surface description of the objects within
the scene. In section 3 it is illustrated that MESHGRID can be employed for performing
morphing and for encoding the morphing sequence.

2 Hybrid Object Description, Representation and Encoding

TRISCAN is a new surface extraction algorithm that generates multi-resolution object
descriptions from 3D scalar fields in the MPEG-4 MESHGRID representation [13]
Contrary to other surface representation methods that perform the contouring in one
direction only [17], or those which directly target the computation of the surface
polygons [18], TRISCAN aims a “global description” of the object’s surface. The strat-
egy followed by TRISCAN is, in a first step, to perform the contouring of the object in
three sets of reference surfaces {Sy,Sy,Sy } (colored in red, green, blue in Fig. 1(b)),
defining the reference system of the object. The intersection of {S;,Sy,Sy} defines
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the reference-grid points. In a second step the connectivity-wireframe (CW) is built as
the result of the union of the object’s contours, whose vertices are defined with re-
spect to the discrete positions of the reference-grid (RG) points inside each reference-
surface (RS). The discrete position (u,v,w) of each RG point represents the indices of
the RSs {Sy,Sy,Sy} intersecting in that point, while the coordinates (z,y,z) of the
RG point are equal to the coordinates of the computed intersection point. In the gen-
eral case, the RSs are not planar, but curvilinear and non-equidistant.

Connectivity

Fig. 1. (a) A 3D view of a connectivity-wireframe derived for a discrete object (i.e., the trans-
parent set of cubes); (b) three sets of reference surfaces {Sy, Sy, Sy} and (c) their axes

Fig. 2. Relationship between the vertices and the RG points shown in a cross-section through a
3D object (displayed in grey color)

To perform the contouring in each RS from the defined reference-system
{Sy,Sv,Sw}, TRISCAN employs a boundary-tracking algorithm similar to the mid-

crack algorithm described in [19]. An example of a contour obtained inside a RS in-
tersecting the object, and the relationship between the contour’s vertices and the RG
points is shown in Fig. 2. Each contour vertex belonging to the CW is located on a
line (curve) | (label 1), resulting from the intersection between two RSs, belonging to
two different sets. The line (curve) [, called the RG line, passes implicitly through the
series of RG points (labels 2, 3) resulting from its intersection with the RS belonging
to the third set. The absolute coordinates C, . of each vertex V (label 4) on the RG

line [ are given by the intersection point of line [ with the object’s surface.
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A reference-grid line might intersect the surface of the object at different positions;
hence in each intersection point a different vertex must be considered.

An intuitive example illustrating the structure of the connectivity-wireframe, ex-
emplified for a discrete object of one slice thickness, is shown in Fig. 1(a), where the
cubes represent the voxels. Since a vertex V' is located on a RG line, which in its turn
is defined by the intersection of two RSs S, and S, from two different sets, there will
be two connectivity-vectors (-Ly;- and -Ly,- ) going from vertex V' to other vertices
(outgoing): one connectivity vector is located inside the RS S, while the other one is
located inside the RS S, . Similarly, vertex V' will be referred to by two incoming
links (-Lp;- and-Lp,- ) from two other vertices. In the example of Fig. 1(a), the four
neighboring vertices of V are denoted as Vp,, Vpy, Vy; and Vy,, and are connected
with V via -Lp,-, -Lpy-, -Ly;- and -Ly,- respectively. The indices i € {1,2} for the
connectivity vectors -Ly;- have been chosen in such a way that the normal vector
computed with the following equation points outwards the surface:

N = (Lyy — Lpy) % (Lya — Lps) « (1)

Although it is possible to store the CW as standalone, since both the (z,y,2) coor-

dinates of the vertices and their connectivity are known, it is more beneficial, in terms
of compactness of storage, scalability features and animation flexibility [20], to pre-
serve the relationship between the vertices and the reference-grid points, which repre-
sents the basic idea of the MESHGRID representation — hence MESHGRID is a hybrid
object representation preserving both the surface and volumetric description.

In MESHGRID, a vertex V within the CW stores, instead of the coordinates (z,y,2),

the indices (u,v,w) of the corresponding RG point G; (located inside the object), and

the discrete border direction (DBD). The DBD represents the orientation along the
RG line [ pointing from G, to G, (located outside the object) — see Fig. 2. This im-

plies that the coordinates Cy, . of vertex V(u,v,w) are computed as:

Oy = Cfyz + offset - (CF, . = CF ), )

where offset (label 6) is a scalar in the range [0,1).The coordinates of V' are updated

each time the offset or one of the coordinates of G; and G, change, e.g. during the
animation.

The decomposition of a MESHGRID object into its components is illustrated in
Fig. 3 for a hierarchical cuboid model with three resolution levels, obtained by apply-
ing the TRISCAN method on a composite implicit function definition. Fig. 3(a) shows
the MESHGRID representation of the model, which consists of the hierarchical CW
(Fig. 3(b)) and the hierarchical RG (Fig. 3(c)). The RG is defined by a hierarchical
reference-system that can be decomposed into three reference-systems, each consisting
of three sets of reference-surfaces {Sy,Sy, Sy}, as shown in Fig. 3(d). For readability

purposes the reference-surfaces (Fig. 3(d)) from each set are shown planar and equidis-
tant, while the reference-surfaces from the different sets are reciprocally perpendicular.
In general however, the reference-surfaces are curvilinear and non-equidistant, in order
to allow an adaptive triangulation according to the topology or usability purposes of
the model - the RG should have a higher density in high
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curvature areas (Fig. 3(a)) or where the mesh is supposed to change during the anima-
tion (e.g., humanoid’s knees from Fig. 7) or morphing. Note that MESHGRID is not
limited to surfaces obtained with the TRISCAN approach, it can be used for closed or
open quadrilateral meshes defined in cylindrical, spherical or toroidal coordinates [14].

(b)

Fig. 4. Splitting the model at different resolution levels into ROIs for surface extraction, proc-
essing or encoding

2.1 MESHGRID Encoding

The MESHGRID stream consists in general of three parts: (1) a connectivity-wireframe
description, (2) a reference-grid description, and (3) a vertices-refinement description
(VR). This last part contains the offsets needed for refining the position of the vertices
relative to the reference-grid (eq. (2)). All these three parts can be encoded at each
resolution level either as one entity or in separate region of interests (ROIs) for mem-
ory efficient decoding. Due to its regular nature, as shown by the green box from Fig.
4, it is straightforward to divide the reference-grid at each resolution level into ROIs,
and to encode for each ROI the corresponding descriptions (CW, RG and VR) inde-
pendently. The encoding of a multi-resolution CW is done at each resolution level and
for each ROI independently, but takes as well into account the outgoing connectivity-
vectors pointing to the neighbor ROIs (see the red and blue lines from Fig. 4). There-
fore, when randomly decoding the ROIs, the mesh from adjacent ROIs will perfectly
stitch together due to the connectivity-vectors which reciprocally point to the places
that need to be connected. The encoding of the CW is done using a new type of 3-D
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extension of Freeman chain-code that considers the RG points as (u,v,w) reference
positions in space. Since the RG is a smooth vector field (z(u,v,w), y(u,v,w),
2(u,v,w)) defined on the regular discrete 3-D space (u,v,w), each component is coded

separately on a ROI basis using a multi-resolution progressive coding algorithm based
on a combination of a 3-D wavelet transform and an intra-band octree-based wavelet
coder [13], [14]. Uniformly distributed grids can be compressed very efficiently since
in this case only the corners of the grid need to be coded.

3 Experiments

In order to assess the feasibility of encoding morphing sequences three types of tests
were performed. The first group of tests has targeted the least compact encoding sce-
nario where for each intermediate 3D frame obtained during the metamorphosis the
CW had to be re-encoded due to dramatic changes in the topology or genus of the
mesh (both the connectivity between the vertices and their number were altered) but
the RG was kept unchanged all the time. Even when the CW changes from one frame
to another, the transition is smooth and natural (Fig. 5). To generate the animation
bitstream, the first frame was fully encoded, while for each following frame only the
CW has been encoded and added to the bitstream.

The sequences of the first test (Fig. 5) have been generated by applying transfor-
mations in the time domain to composite implicit surface descriptions. The 3D frames
were obtained from these composite implicit surface descriptions using TRISCAN. The
“MeltPlast” sequence (Fig. 5(top)) consists of 249 frames with 16000 triangles and
32000 vertices in average, while the “Blobs” sequence (Fig. 5(bottom)) consisted of
11136 triangles and 5574 vertices in average. Further, to assess the coding efficiency,
the “MeltPlast” sequence has been encoded lossy at different bitrates, and the decoded
3D frames were compared with the non-compressed 3D frames by measuring the
Hausdorf distance [21] between the surfaces of the corresponding 3D frames. Since
for this model the reference-grid is distributed uniformly, the bit-rates are specified by
imposing different values for the number of bitplanes used to quantise the vertices’
offsets (bpo) [13], [14], [16]. Note that the total number of bits per vertex (bpv) is
computed as 4 + bpo, where 4 are the number of bpv used to encode the connectivity
(which is fixed). The coding efficiency can be followed in Fig. 6. for three different
bitrates, i.e. 5, 7 and 9 bpv. The first row shows the decoded 3D frame, wile the sec-
ond row illustrates the distribution of the errors.

The second test aimed to explore the coding performance of MESHGRID by taking
into account the inter-frame similarities. This time the CW was kept the same for the
entire animation and only the vertices’ coordinates were modified. Since the vertices
are attached to the RG and their coordinates are derived according to eq. (2) from the
coordinates of the RG points, it is possible to move the RG points instead of the verti-
ces and yield the same morphing result. Therefore this time only the RG points were
moved. In the animation bitstream, the full model, i.e. the mesh connectivity and the
reference-grid, was encoded only once (i.e. for the first frame), while for each of the
following frames only the changes in the RG with respect to its previous frame were
encoded.
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(a) (b) (© (d)

Fig. 5. Frames ((a) to (d)) from a morphing sequence simulating: Top — dynamic (MeltPlast)
sequence of melting plastic objects (two consecutive images are at 10 frames distance).
Bottom — five bouncing blobs (two consecutive images are at 5 frames distance).

Sbpv (10.3 Kbytes/frame) Tbpv (14.5 Kbytes/frame) 9bpv (18.6 Kbytes/frame)

Fig. 6. Coding efficiency at 5, 7 and 9 bpv for the “MeltPlast” sequence: Top — a decoded 3D
frame; Bottom — the distribution on the surface and the histogram (left) of the errors with re-
spect to the non-compressed 3D frame (Hausdorff distance)
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@

(h)

Fig. 8. Morphing the “Head” model to a box

Two sequences were used for the second test: (1) the “Humanoid” sequence
(Fig. 7) consisting of 152 frames with 15196 triangles and 7646 vertices per frame, and
(2) the “Head” sequence (Fig. 8) consisting of 100 frames with 82108 triangles and
32000 vertices per frame. For the “Humanoid” sequence, the TRISCAN approach was
used only once to generate the initial Humanoid model, which further was morphed by
means of the RG. The “Head” model has been imported to MESHGRID as a quadrilat-
eral mesh, which was initially generated by a structured light scanner technique’'.

Similarly, to assess the coding efficiency of the second test, the “Humanoid” se-
quence has been encoded lossy at different bitrates (Fig. 9), and the Hausdorf distance
[21] has been used again to compare the decoded 3D frames with the corresponding
non-compressed ones. In order to optimally encode in a lossy way the differences
between consecutive frames, and in order to ensure at the same time that the distortion
of the model does not exceed an imposed maximum error, an optimal truncation algo-
rithm of the wavelet coefficients bitplanes has been applied [22].

' We thank Eyetronics (HQ, Heverlee, Belgium) for providing the “Head” model
(wWww.eyetronics.com).
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1.76 Kbytes/frame 2.43 Kbytes/frame 3.03 Kbytes/frame

Fig. 9. “Humanoid” sequence: distribution on the surface (right) and the histogram (left) of the
coding errors with respect to the non-compressed 3D frame at different bitrates measured with
the Hausdorff distance

Fig. 10. A morphing example accomplished by modifying the vertices’ offsets

The third test looks at the possibility to encode low amplitude or oscillating anima-
tions, such as, ripple or wave effects. In this case the differences between successive
frames can be encoded at the level of the vertices’ offsets, which is very compact be-
cause an offset is only a scalar value. When decoding, any changes in the offsets will
trigger, according to eq. (2), an update of the vertices’ coordinates. The morphing
example from Fig. 10 simulates the propagation of a wave. It is a typical morphing
example of an elevation model.
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4 Conclusions

A MESHGRID object comprises one or several surface layers (CW) attached to and
located within a volumetric grid (RG), where the RG samples the 3D space uniformly
or non-uniformly depending on the shape and usage purposes of the object. Any de-
formation performed to the volume is transferred to the surface and vice versa. In ad-
dition, one MESHGRID model can be split into ROIs to optimize the memory usage.
Since each ROI can be seen as an independent MESHGRID model, any operation that
would need to be performed on the entire volume can be performed on each ROI
separately. Moreover, a MESHGRID object encodes the information within a certain
3D space, which may contain several non-connected entities. During morphing some
of these entities may merge while others may split, but each instance (3D frame) is
derived from the same MESHGRID model. Therefore encoding a morphing animation
with MESHGRID is rather straightforward: the first 3D frame needs to be encoded fully
(as done for a static model), while for each subsequent morphed 3D frame one needs
to identify for each ROI what changes occurred (if any) with respect to the previous
frame and encode those differences. Usually lossy transformations are accepted in
order to target a more compact stream. Based on a quality measure [22], for each ROI
one may choose the most compact way to encode the differences: encode the CW and
choose a uniformly distributed RG for which only its 8 corners need to be encoded,
update the vertices offsets, keep the same CW but update the RG, or some combina-
tion of these 3. One might consider at certain time intervals to encode the 3D frames
fully and not only difference frames, in order to prevent the degradation of the de-
coded morphing animation when the player does not decode all of the bitplanes corre-
sponding to the encoded offsets or RG coordinates.

The paper demonstrates that MESHGRID can be used to efficiently represent the
models for morphing purposes and to encode the sequence in a scalable and compact
way. Since MESHGRID allows to subdivide the space into ROIs, memory efficient
algorithms can be implemented. Moreover, the generated MPEG-4 stream [13] copes
with changes in the mesh’ topology and allows for free-viewpoint reconstruction.
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Abstract. Surface Light Fields(SLF) are light fields parameterized to
the surface of a geometric model. Past research in this area has explored
the use of parameterization of aquired geometric model to the base mesh,
in the context of rendering from compressed representation of the SLF.
We further extend this aproach to enable hardware-accelerated SLF ren-
dering. We show that our aproach enables hardware-accelerated, scalable
rendering with commodity graphics hardware.

1 Introduction

Image-based rendering (IBR) methods render images of arbitrary views us-
ing captured rays aquired by multiple cameras. The surface light field (SLF)
method[1] is one of the methods in the IBR framework, which use rays parame-
terized to the surface of a geometric model that approximates the scene/object,
to render images of novel views. Such collection of rays are called SLF.

Since the amount of data of SLF is very large, many reseach related to
SLF in the past has dealt with compression. In [2] and [3], methods to render
images of novel views directly from a compressed representation by interpolating
factorized (compressed) data, which is equivalent to performing interpolation of
approximated SLF rays, were proposed. Since these methods do not decompress
all the SLF rays prior to rendering, and perform decompression ”on-the-fly” (we
will refer to this type of reconstruction as ”on-the-fly rendering”), the amount of
memory used to store the data stays small. Functionality that allows on-the-fly
rendering can be considered as one of the most important functionalities for a
IBR-based compression method.

Graphics hardware optimized for various 3D rendering acceleration (we will
refer to this type of hardware as "GPU”) is available in the market for high-
end to even low-end personal computers. Many hardware accelerated rendering
algorithms that utilize such GPUs have been proposed for the purpose of realistic
computer graphics and IBR. Chen et. al.[3] has proposed such method for SLF
rendering.

On the other hand, Wood et. al.[2] has proposed a framework for SLF render-
ing that parameterize SLF to the base mesh[4], [5] that approximates the original
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geometric model, to enable fast rendering. Further more, they also introduce a
view-dependent geometry refinement aproach to SLF rendering by utilizing such
parameterization. Although on-the-fly rendering is possible, there are no known
ways to perform interpolation of the SLF rays for rendering novel views with
existing GPUs.

It is easy to see that, another effective way to use such parameterization is
to use multiresolution geometry for SLF rendering. Remeshing methods such as
the one proposed by Lee et. al.[5] can be used to generate a hierarchy of meshes
for such purpose. Since rendering speed highly depends of the complexity of the
geometric model, such scalable geometry should be effectively utilized to enable
a more flexible rendering.

In this paper, we further extend the aproach in [2] to enable hardware accel-
erated, scalable, on-the-fly rendering. Based on our representation, interpolation
of SLF rays can be performed directly from the compressed representation, com-
pletely with commodity GPUs. Furthermore, multiresolution representation of
geometry is used to enable complexity scalable rendering. We present some ex-
perimental results based on our implementation to show the rendering perfomace
and characteristics of our aproach.

2 Compressed Representation of SLF

2.1 Parameterization of SLF to the Base Mesh

In the SLF method, a geometic model that approximates the surface of the
scene or the object must be acquired. Denoting uw as the 3D coordinate on
the surface of the geometric model, and w as direction of the ray, SLF can be
defined as a function that maps (u, w) to the color of the ray (eg. RGB intensity
values). In this paper, we denote SLF as L(u,w). In other words, L(u,w) can
be interpreted as a value of the ray that originates from the point w on the
surface of the geometric model, and points to direction w. In this section, we
give a brief summary of the aproach proposed by Wood et. al.[2], mainly about
the parameterization and the compressed representation.

In Woods’ aproach, SLF is approximated by a weighted sum of K basis
functions v(w, k), k =0,1,.., K — 1 as expressed in the folowing equation.

K—-1
L(u,w) =~ d(u) + > s(u, k)v(w, k) (1)

k=0

d(u) is called a "diffuse” map, and represents a median value of the SLF rays
with respect to a single point w. On the other hand, s(u, k), k = 0,1, .., K —1 are
functions that represent the weights for the sum, which we refer to as weighting
functions. In practice, discretely sampled values of SLF with respect to w and
w is used to interpolate the SLF values for the whole surface and direction.
On the other hand, a parameterization that maps the original geometric
model to the base mesh[4] is derived with methods such as one proposed in [5].
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Fig. 1. SLF representation on parameterized geometry

To be precise, a one-to-one mapping ¢() that maps every point @ on the surface
of the base mesh to a point u = ¢(@) on surface of the original geometric
model is derived. This concept is described in figure 1. If we view every base
mesh triangle as 2D texture domains, texture mapping is defined for the original
geometric model by the map ¢()[7]. In Woods’ aproach, SLF L(u, w) is discretely
sampled with respect to w on the points that the texels are mapped by the map
(), as described in figure 2.

As for the sampling with respect to direction w, directions originating from
the center of a spherical mesh generated by subdividing an octahedron, towards
the vertices of the spherical mesh is used. One important remark is that direction
w is defined in different coordinate systems depending on the sampling points wu;,
1 =20,1,2,..,] — 1 on the geometric model. To be precise, relations between the
global coordinate system A;,l = 0,1,2 and the coordinate system A;;,1=0,1,2
of the point u; with normal n; is given as follows.

Al,i = 2(71?141)7% — Al (2)

Although values for SLF rays that point inside the geometric model can not be
defined to have any physical meaning, together with the transformation (2) and
extrapolation for such rays, approximation of SLF with small numbers of basis
functions is possible. See [2] for more details.

2.2 The Proposed Representation

There have been reports on hardware accelerated rendering with separable de-
compositions similar to equation (1)[3], [6]. In these methods, both basis and
weighting functions are represented as 2D texture maps to enable hardware ac-
celerated rendering.

As explained earlier, if the base mesh is parameterized to 2D texture domains,
texture mapping can be applied to a mesh that is parameterized to the base
mesh|[7].

On the other hand, if the direction w is defined for the whole sphere, a
2D parameterization can be realized by spherical mapping (parameterization
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Texture map

Fig. 2. Surface sampling by texture mapping to the base mesh

to (6,¢)). The problem with this parameterization is that the distribution of
sampling points on the sphere will be highly ununiform, and there are many
complications for high quality rendering [8]. Regarding these facts, we propose
to use cube mapping[8]. Cube mapping is one kind of texture mapping method
that is often used for environment mapping, and is implemented in many recent
commodity GPUs. Consider 3 vectors wg, w1, ws which represents directions
assigned to the 3 vertices of a triangle in a (triangular) mesh. As described in
figure 3,in cube mapping, the area formed by intersection of Wy, Wi, ws to the
cube, is mapped to the triangle in the mesh.

In order to use cube mapping, the sampling of directions w for L(u,w) is
given as follows. In the coordinate system A;;, [ =0, 1,2 of u;, consider a cube
with all 6 faces perpendicular to each axix. As described in figure 4, directions
wj, j =0,1,2,..,J — 1 are sampled as vectors that originates from the origin to
the square shaped cells formed by regular grids on each of the faces (these cells
correspond to texels in a cube map).

As for sampling of the surface of the geometric model, we use the same kind
of parameterization as [5]. In addition, we use a ”hierarchy of meshes” with ”sub-
division connectivity”[4] constructed by remeshing the original geometric model
with the parameterization ¢()[5]. This type of remeshing generates N meshes
which we denote M,,, n =0,1,2,.., N — 1, where M, is derived by applying mid-
point subdivision uniformly to the base mesh n times, and perturbing the vertex
p of n-times subdivided base mesh to ¢(p). The remeshing process is described
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v

Fig. 3. Cube Mapping

in figure 5. Since mesh M, is embedded in mesh M, where n < n, an appro-
priate mesh can be selected from hierarchy of meshes M,,, n =0,1,2,..., N — 1
depending on the rendering environment to render with efficient speed. It is
obvious that if we consider a map ¢, (), that is ¢, (p) = ¢(p) at the vertices,
and is piecewise linear at other areas, mesh M, for each level in the hierarchy
has consistent parameterization to the base mesh. In other words, a texel in the
2D texture map which the base mesh is parameterized to, can be mapped to a
surface point on the mesh M,, by ¢,(), for all levels n = 0,1,2,.., N — 1. More
importantly, hardware texture mapping works exactly the same as the maps
on(), n =0,1,2,..,N — 1. Thus, for mesh M, in the hierarchy, we define the
sampling points to be at the point where the texels are mapped, according to
on()-

Since the coordinate values of the sampling points ), ¢ = 0,1,2,..,1 — 1
generated on the mesh of each level n are different (ie. ul? # ul, if n # n),
for the best rendering result, different SLF rays should be sampled for each
level n according to the coordinate values of the sampling points. However, the
data size will be large. In our current proposal, we choose to aquire SLF with
the most dense mesh (ie. mesh My_1), and map the same ray to other meshes
My, n=0,1,2,.., N — 2. Although this aproach may induce some artifacts for
meshes M,,Cn =0,1,2,.., N — 2, artifacts are expected to be fairly small, since
the remeshing and the parameterization methods such as the one described in
[5] are designed to generate good approximations between meshes of different
levels in the hierarchy.
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Fig. 4. Direction sampling

Rays are sampled from the input images to obtain values for the SLF repre-
sentation described above, and compressed to yield the representation in equa-
tion (1). For this purpose, factorization methods that can deal with rays that
point inside the mesh as ”missing values” can be used, such as methods described
in [2] and [9]. By using this kind of method, minimization of approximation er-
rors with respect to the values that are ”not missing” (ie. rays that point outside
the mesh) can be conducted.

3 Rendering and Implementation

3.1 Texture Maps

For texture maps for the diffuse map and the weighting functions, the texture is
decomposed to square block areas, and the right-angled triangle using the lower
left area of the block is asigned to each of the base mesh, leaving the upper right
area unused. This is described in figure 6.Since most GPUs support bilinear
interpolation of texture maps, if the texels in upper right area are padded with
zeros or any other values that are negligent of the values in the corresponding
lower left area, discontinuities will be visible in the rendered images. Thus, values
corresponding to the base mesh triangle that shares the edge with the base mesh
triangle corresponding to the lower left corner of the block, is padded to the upper
right area. As for texture maps for the basis functions, 2D textures corresponding
to each of the cube map face are obtained.
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Uniformly apply midpoint
subdivision 71 times Perturb vertices with the map @,

Base mesh Mo

Fig. 5. Remeshing process for M,

3.2 Rendering

Here, we describe a hardware accelerated, on-the-fly rendering algorithm that
perform interpolation of rays. By ”on-the-fly” rendering, we mean the following
computation. Consider a ray that originates from the mesh M,, at a point u and
intersects the image plane of the virtual camera, and has direction w. Denote
n as the normal at w, and consider the reflected vector w derived by the equa-
tion below (Note that this reflection computation is needed to take account for
coordinate system transformation in equation (2)).

w =2(n"w)n —w (3)

d(u), s(u), and v(w) is computed by interpolation in the texture domain (ie.
diffuse map texture, basis function textures, and weighting function textures)
with nearby texels, and L(w,w) is computed by equation (1). An important
remark is that none of the original SLF ray values are explicitly reconstructed
in advance, where a naive aproach would reconstruct all SLF rays offline and
place them in the memory prior to rendering. It is easy to see that above on-
the-fly rendering is equvalent to interpolating the actual SLF rays, but keeps the
memory consumption minimal.

A multi-pass rendering approach similar to methods described in [6] and [3]
is implemented. We use one rendering pass to render the mesh with the diffuse
map texture (corresponding to d(u) in equation (1)), and two rendering passes
to render the mesh with multiplication of the weighting function texture and the
basis function texture(corresponding to s(u, k)v(w, k) in equation (1)) per one
approximation term, and resulting images of all rendering passes are blended
together. This results in 2K + 1 rendering passes for SLF with K approximation
terms. This rendering routine is executed every time the view point or the view
direction of the virtual camera is changed.

As for rendering with diffuse texture maps, rendering can be done with the
usual OpenGL or DirectX based implementations. On the other hand, for ren-
dering the multiplication of the weighting function texture and the basis function
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Fig. 6. Hierarchical structure of the texture coordinates

texture, texel values with negative signs and extended dynamic range must be
dealt with. For such purpose, Nvidia GPUs with Register Combiner extention or
ATT GPUs with Fragment Shader extension can be used. When using Register
Combiner extension for example, if we attempt to compute s(u, k)v(w, k) with
one pass, negative values of s(u, k)v(w, k) are clipped to zero. The same method
as described in [3] is used here. Consider s*(u, k) as s(u, k) with negative values
clipped to zero, and s~ (u, k) as —s(u, k) with negative values clipped to zero.
One pass is used to render s™(u, k)v(w, k), and another pass is rendered with
s~ (u, k)v(w, k), with the latter pass used for subtraction in the blending. This
results in rendering s*(u, k)v(w, k) — s~ (u, k)v(w, k) with two passes.

When rendering with textures using the above approach, texture coordinates
must be assigned for each 3-vertices of each triangle in the mesh M, used for
rendering. For the diffuse map and the weighting function textures, thanks to
the map ¢, (), different texture coordinates for mesh of each level n do not have
to be stored. To be precise, texture coordinates for mesh M, is a subset of the
texture coordinates for M,, ;1. In other words, if texture coordinates for the most
dense mesh Mpy_; is available, texture coordinates for the mesh of any level n
can be obtained, by selecting the appropriate subset. The hierarchical strucure
of the texture coordinates is described in figure 6, where texture coordinates for
vertices of mesh M, is illustrated as squares, and texture coordinates for vertices
of mesh M,,;1 is illustrated as squares and circles.

On the other hand, the texture coordinates for the basis function textures
depends on the view point/direction of the virtual camera, and must be dy-
namically calculated each time the view point/direction of the virtual camera is
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changed. Consider e,, p = 0,1,2,.., P — 1 as normalized vectors that point the
direction of the virtual camera from each of the P vertices, which correspond
to triangles of mesh M,, that are visible from the virtual camera. A vector r), is
computed by reflecting e, with respect to the normal n, at vertex indexed p.
This can be computed by the following equation.

Tp = Q(ngep)np — € (4)
Vectors r,, p=0,1,2,.., P—1 are used as texture coordinates for cube mapping

the basis function textures to the mesh M,,.

4 Experiments

4.1 Experimental Conditions

SLF rays were acquired from images of a real world object. The geometrical
model, the images of the object, and the calibration data was provided by Intel
[10]. One example image is shown in figure 7.

Fig. 7. One example of the image used for the experiments

The base mesh, the parameterization (), and the remeshed meshes were
derived with the algorithm described in [5], resulting in a 3-level hierarchy of
meshes (N = 3). The number of triangles for the mesh My is 22976, M; is
5744, and Mj is 1436. The number of sampling points I, with respect to u is
I = 45954. On the other hand, number of sampling points with respect to w is
J = 384, where the resolution of each cube map face is 8 x 8.

The mesh M, was projected on to each input images, and bilinear filtered
value with the direction that the angle with w; was the smallest, was used as
the SLF ray value of w;. The diffuse map was computed as the average of the
SLF rays with respect to j for each w;. The basis functions and the weighting
functions were derived from the residual data using the principal component
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analysis method described in [9], treating rays that point outwards of the mesh
M5 as missing values.

The viewer was implemented using the C++ language, and was compiled
using the compiler of Visual C++ .net. Register Combiner extension was used
to implement the texture multiplication.

The following results were obtained on a PC with 1GB main memory and a
Pentium4 3.4GHz CPU, with a Nvidia GeForce 6800 Ultra GPU.

4.2 Results

Figure 8 shows some examples of rendered images. In these examples, K = 5
approximation terms were used. This results in approximately 16:1000 compres-
sion compared to the discretely sampled SLF rays (these rays include ones that
point inside the mesh), where the texture maps are in RGB 24bits and approxi-
mately 4.7 MBytes in total (with padded values). We do not disscuss about the

Fig. 8. Rendered images(left: Mz, middle: M;i,right: M)
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Fig. 9. Rendering speed vs mesh resolution
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amount of approximation errors here, since the approximation error depends on
the optimization method used to derive the basis functions and the weighting
functions, and this is not the main point of our proposal. For example, using
Woods’ Principal Function Analysis method [2] instead of method in [9] should
result in a similar approximation result that they provided.

Figure 9 shows the frame rate in fps (frames per second), corresponding to
figure 8. In order to compute these fps values, an average value of results from
rendering 100 times was evaluated.

As can be seen from figure 9, by reducing the level of the mesh by one level,
the rendering speed can be faster two to three times. On the other hand, we can
see from figure 8, although artifacts at the contours can be visible by reducing
the level n, it is not significant since the remeshing does not induce significant
differences between the shape of the meshes M,, n =0,1, 2.

5 Conclusions

In this paper, we proposed a compressed representation of SLF that fully uti-
lizes the multiresolution representation of the geometrical model, and rendering
can be conducted directly from the compressed representation using commodity
GPUs.

The main point of our paper was to propose a compressed representation
of SLF that enable scalable (in terms of mesh resolution), hardware-accelerated
rendering, and we did not discuss about the relation between the approximation
error and the rendering speed. This time, we used a fairly naive optimization
method to derive the basis functions and weighting functions due to implementa-
tion reasons. We suspect that an improvement can be achieved by using a more
appropriate method in terms of approximation errors. We plan to develop such
implementation, and compare with other methods to further assess our method
in our future work.

Acknowledgements. We would like to thank Intel Corporation [10] for pro-
viding the dataset used in the experiments.

References

1. G. Miller et. al., “Lazy decompression of surface light fields for precomputed global
illumination”, Furographics Rendering Workshop, pp. 281-292, 1998.

2. D. Wood et. al., “Surface Light Fields for 3D Photography”, SIGGRAPH 2000
Conference Proceedings, pp. 287-296, 2000.

3. W. C. Chen et. al., “Light Field Mapping: Efficient Representation and Hardware
Rendering of Surface Light Fields”, SIGGRAPH 2002 Conference Proceedings, pp-
447-456, 2005.

4. M. Lounsberry et. al., “Multiresolution Analysis for Surfaces of Arbitrary Topo-
logical Type”, SPIE ACM Transactions on Graphics, Vol 16, No.1, pp. 34-73,
1997.



10.

Hardware Accelerated Image-Based Rendering with Compressed SLFs 107

. W. Lee et. al., “Maps: Multiresolution adaptive parameterization of surfaces”,
SIGGRAPH 1998 Conference Proceedings, pp. 95-104, 1998.

. J. Kautz et. al., “Interactive Rendering with Arbitrary BRDFs using Separable
Approximations”, Eurographics Rendering Workshop,pp. 247-260, 1999.

. A. Certain et. al., “Interactive Multiresolution Surface Viewing”, SIGGRAPH
1996 Conference Proceedings , pp. 91-98, 1996.

. D. Voorhies et. al., “Reflection vector shading hardware”, SIGGRAPH 199/ Con-
ference Proceedings , pp. 163-166, 1994.

. B. Grung et. al., “Missing values in principal component analysis”, Chemometrics

and Intelligent Laboratory Systems, pp. 125-139, 1998.

http://www.intel.com



Adaptive Vertex Chasing for the Lossless
Geometry Coding of 3D Meshes

Haeyoung Lee and Sujin Park

Hongik University, Dept. of Computer Engineering,
72-1 Sangsoodong Mapogu, Seoul, Korea 121-791
{leeh, parks}@cs.hongik.ac.kr

Abstract. We present a new lossless geometry coding method for 3D
triangle-quad meshes, Adaptive Vertex Chasing. Previous localized
geometry coding methods have demonstrated better compression ratios
than the global approach but they are considered hard to use in practice.
It is because a proper linear quantization of the local range with three
inputs is time-consuming, totally dependent on a user’s trials and errors.
Our new localized scheme replaces this quantization with an adaptive
subdivision of the range with only one input, a subdivision level. The
deeper level a user choose, the closer to the original the mesh will be re-
stored. We also present a connectivity coder improved upon the current
leading Angle-Analyzer’s with a context-modeling. Without losing the
current level of efficiency, our new coder provides simple and systematic
way to control the balance between distortions and the bit-rates.

1 Introduction

Due to the technological advances in 3D sensing and scanning, highly detailed
3D models can be created easily. The huge size of these refined models has moti-
vated active researches into 3D mesh compression. Many 3D mesh compression
methods for single-rate [3], [4], [8], [9] and progressive transmission [6], [12], [15]
have been introduced. While the low compression rate has been considered the
most sought-after feature, other features such as resiliency, a small memory
footprint [16], and random accessibility [11] are also important. Especially in
practice with a high-speed network, simple and systematic algorithms can be
more meaningful than complex algorithms with lower bit-rates depending on
the applications.

Recently the localized approaches for the geometry coding in single-rate [9]
and progressive transmissions [13], [12], [10] have demonstrated the lower rates
than the most widely used Touma-Gotsman’s global quantization method [3].
However the localized geometry coding is considered hard to use in practice
because a proper quantization and the control of the balance between the bit-
rates and distortions are time-consuming, totally dependent on a user’s trials
and errors.

In this paper, we present a new localized geometry coder which is simple and
reliable without losing the current level of efficiency (see Figure 1, 2, and Table 2).
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Sublevel 4 5 6
Geometry 6.51 b/v 8.26 b/v 10.64b/v
Distortion 0.000304 0.000105 0.00004

Fig. 1. A result by our adaptive vertex chasing (Fandisk model): Without losing effi-
ciency, our Adaptive Vertex Chasing can control the balance between distortions and
the bit-rates with a subdivision level. 10.64b/v by ours is still lowest than 11.66b/v
by the Angle-Analyzer’s [9] and 13.79b/v by the Touma-Gotsman’s [3] with the same
level of distortion. The distortions are measured by Metro [20].

We also improves the current leading Angle-Analyzer’s connectivity coder [9]
by a context-modeling. As a matter of fact, our Adaptive Vertex Chasing can
be used with any of the connectivity coders in single-rate [8] or progressive
transmissions [13], [12], [10].

1.1 Related Work

Geometry Coding. Since Deering’s [1] first work on 3D triangle strips compres-
sion, several geometry coding methods have been suggested. Touma-Gotsman’s
global quantization with the linear prediction [3] has been the most widely used
one. Recently the localized approaches were introduced with lower bit-rates for
single-rate [9] and progressive transmission [13], [12], [10].

While the global approach uses a uniform quantization, mostly from 8 to 12
bit for global x, y, and z ranges, the localized approaches allow a non-uniform
quantization of the smaller ranges (see Figure 2). The non-uniform quantizations
contributed to lower rates but required 3 inputs for localized x, y, and z ranges,
whose values are hard to find by trials and errors only. As a result, it is not easy
to balance between the bit-rates and distortions.

Connectivity Coding. Regarding the connectivity coding, there has been active
researches with theoretical studies. Typically the connectivity coding decides
the type of compression, single-rate [3], [4], [8], [9] or progressive transmission
[6], [12], [15]. Previous works are mostly concentrated on triangle meshes but
[7], [14], [9], [15] are for quad or polygon meshes.

Context-Modeling. The concept of context-modeling is from 2D image processing
[19]. A context is a helper to approximate next code by building conditional
probabilities for codes. Recently context-modelings to the single-rate [17] and
the progressive [10] were presented with better compression ratios.
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4096
. (—
4096 180 4 subdivisions
4096
Touma-Gotsman’s 12bit Angle-Analyzer Adaptive Vertex Chasing
(17.5b/v) (13.8 b/v) (13.2b/v)

Fig. 2. Comparisons of geometry coding methods: Touma-Gotsman’s global approach
uses a simple uniform quantization (i.e., 12bit) but results in high bit-rates. Angle-
Analyzer allows a non-uniform quantization (55 X 55 X 180) for low bit-rates but
requires time-consuming trials and errors. With still low bit-rates, our Adaptive Vertex
Chasing uses a simple adaptive subdivision.

During the last summer, we were trying to build a 3D website with Angle-
Analyzer, known the best coder so far. There is an international standard,
MPEG-4 3D mesh coding(3DMC), which adapted [2]. For connectivity and
geometry coding, Touma-Gotsman’s algorithm already showed about 60% bet-
ter compression ratios than 3DMC and Angle-Analyzer about 20% better then
Touma-Gotsman’s. However we spent a lot of time to find proper quantizations
rather than programming and making the website. Therefore, our goal was to
create a new geometry coder which provides a simple and reliable control be-
tween the bit-rates and distortions while keeping low bit-rates.

1.2 Overview of Our Algorithm

We starts from the current leading coder, Angle-Analyzer [9], a connectivity-
driven two-pass algorithm: While traversing the mesh, connectivity is coded
first and then geometry is coded only if necessary. A gate as an oriented edge

front vertex left front right front
front face
gate gate
Vi VO i )
back face

Fig. 3. Local gate configuration for a triangle and a quad mesh. A gate is an oriented
edge from VO to V1. The back face is visited and the front face is the next to be visited.
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(see Figure 3) is required to traverse a mesh. Gates are organized in ordered
lists, and a stack of gate lists are also needed to manage gate lists. The encoding
is processed as follows:

Pseudo-Code:

repeat
init
pick the next uncoded connected component
1.pick a seed face (degree 3 or 4)
2.store its gates in ordered list
3.put the list on top of the stack of lists
mesh traversal
repeat
pop the first ordered list off the stack
repeat
1.pick the best gate in the ordered list
2.if the front face is unprocessed,
-encode connectivity (triangle or quad)
-store the resulting gates in ordered list
-if new front vertex, encode geometry (*)
3. remove processed gate from the list
until the list is empty
until the stack is empty
until no more connected component

The 1%¢ pass is to build a range containing all the localized vertices so the
minimum and maximum of localized x, y, z coordinates are measured in the
part marked by (*). In the 2"? pass the actual geometry encoding is performed
with the found range. The decoding is a reverse process of the encoding.

Our new coder has the same process as the above except that a different
method is applied for geometry encoding marked by (*) during the 2"? pass. The
key idea of our new geometry encoding is to modify the range found according
to each vertex position, adjust the level of subdivisions, and then subdivide
the modified range while generating subcell numbers to encode (see Figure 2, 4).
Only one input (i.e., an initial subdivision level) from the user is enough, instead
of three inputs for linear quantizations for the Angle-Analyzer (see Table 2). The
deeper we subdivide the range, the less distortion the restored has as shown in
Figure 1. Now the control between distortions and the bit-rates by our new
method becomes systematic and reliable. We also simulates the non-uniformity
of the Angle-Analyzer by introducing a non-uniform subdivision for the range.
For our connectivity encoding, a context-modeling using intrinsic properties is
applied to Angle-Analyzer’s [9]and reduces the bit-rates further.

As a result, our new single-rate coder can produce competitive bit-rates as
shown in Table 2 in a much simpler and more systematic way than Angle-
Analyzer [9].
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largest

large

small

smallest %

01 234506 77879101112 13141516

Fig. 4. The local range classification example: The local range is adjusted to one of 4
subranges based on each vertex position. The 4 subranges are the largest (the original
local range), the large, the small, and the smallest. The number of subdivisions is
decreased by one from the largest with a given depth. With a given depth 6, the red
vertex belongs to the small so 4 subdivisions will be actually executed.

2 Angle-Analyzer Revisited

Angle-Analyzer(AA) [9] can compress triangle, quad, and hybrid of triangle-quad
meshes in a single or multi-component forms. In this paper we will concentrate
on triangle meshes because the basic idea is same for quad meshes. The pseudo
code in Section 1.2 shows the overall process.

2.1 AA’s Connectivity Coding

Connectivity is coded by 5 descriptors for triangle meshes 5, 8 descriptors for
quad meshes, and 12 descriptors for hybrid of triangle-quad meshes. If the front
vertex is not processed, C(Create) is coded and geometry coding for this ver-
tex follows. Two new gates from the front face replace the current gate in the
ordered gatelist. If the front vertex is already processed, Clockwise(CW) or coun-
terclockwise(CCW) turning around the gate can locate the front vertex. one new
gate from the front face replaces the current gate and the next(CW) or previous
gate(CCW) in the ordered gatlist. If no front vertex, S(Skip) is coded. If the
visited front vertex can not be found, J(Join) occurs with an offset. The offset is
an index of the array of visited vertices, sorted by the Euclidean distance to V1
of the gate. The decoder will use the offset to locate the front vertex from the
same array of sorted vertices. If the front vertex belongs to the current gatelist,
splitting the current gatelist into two gatelists occurs. If not, merging the current
gatelist and the gatelist with the front vertex occurs. Since the code J requires
an offset and additional processing, minimizing the occurrences of J is important
for low bit-rates and fast processing.
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C (Create) CW (Clockwise) CCW(Counterclockwise)

J (Join) S (Skip)

Fig. 5. 5 descriptors for connectivity of triangle meshes:C for new front vertex. CW
or CCW for already processed front vertex, which can be found by either clockwise or
counterclockwise turning around the gate, S for no front vertex. J for processed but
impossible to locate the position by turning.

The adaptive traversal of the mesh plays a role to avoid J. AA chooses a gate
having the minimum angle with the following gate as for the best gate to visit
next. The choice of the gate based on the intrinsic mesh property consequently
forces to visit the concave area of the gatelist first generatng CW or CCW,
reduces the occurrences of J, and results in low bit-rates.

The three vertices of a seed face in a header file will be passed to the decoder.
The decoder will process the same adaptive traversal of the mesh by building
the same gatelists with the same minimum-angle rule and restore connectivity
with decoded descriptors.

2.2 AA’s Geometry Coding

To locate the vertex position, AA suggested two approaches. One is a localized
approach and the other is an angle-based approach. Since our new geometry
coding method is improved upon the localized approach, we will explain the
localized approach in this paper. For the angle-based geometry coding, please
refer to [9].

As shown in Figure 6, the local coordinate system is defined on each front
face. The current gate will be the localized x-axis. The rotation of the x-axis
around the normal of the back face by -90 degree will give the localized y-axis.
The localized z-axis can be found either by cross product of the x-axis and
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front vertex right front left front

Fig.6. AA’s localized coordinate system on the front face. The current gate is the
localized x-axis. The -90 degree rotated of the localized x-axis around the normal of
the back face is the localized y-axis. The cross product of the localized x-axis and y-axis
is the z-axis. The global coordinates of the front vertex is transformed to this localized
coordinate system and then linearly quantized and encoded.

the y-axis or the reversed normal vector of the back face. For triangle meshes,
the global coordinates of the front vertex is to be transformed to this local co-
ordinate system. For quad meshes, both the left and the right front vertices
will be transformed to the local coordinate system. During the 1°¢ pass, a lo-
cal bounding range containing every vertex will be calculated. In the 2" pass,
the vertex position is quantized linearly and encoded. A decoding simulation is
processed to infer the decoded position of the front vertex. The encoder uses
this updated position in the following computation to synchronize with the
decoder.

Geometry decoding is also symmetric to encoding. After finding the unit vec-
tors on the local coordinate axis, the decoded local coordinates are transformed
to the global coordinates for the restored front vertex.

Discussion. Contrary to the global quantization method [3], AA’s localized
geometry coding restricts the bounding box of the mesh to just local coordinates.
With quantization number relatively small to the one used in global quantization
(see Figure 2, it could specify the vertex position more accurately. However, to
find the proper quantization numbers for each localized x, y, and z range, there
is no systematic way but a user’s trials and errors with different sets of numbers.
As shown in Table 2, various numbers depending on models (i.e., 50 - 110 for x
and y ranges and 90 - 300 for z range) are found for the same distortion of the
12-bit global quantization.

3 Our New Geometry Coding: Adaptive Vertex Chasing

The localized geometry coding methods have demonstrated better bit-rates than
the global approach. Especially a non-uniform quantization in [13], [9], [10]
showed the lowest geometry bit-rates so far. Every localized geometry coding
has the following steps:



Adaptive Vertex Chasing for the Lossless Geometry Coding of 3D Meshes 115

— Define a localized coordinate system

Transform the global coordinates to the local coordinates
Quantize localized coordinate values into symbols (*)

— Encode the generated sequences of symbols

However in the 3rd step marked by (*) it is very hard and time-consuming
to find a proper set of quantization numbers for acceptable bit-rates with low
distortions: From 50 to 110 for x and y ranges and from 90 to 300 for z range
depending on models (see the Table 2). A user should keep trying different
sets of numbers, restore the decompressed, measure the distortions, and repeat
the process again until proper bit-rates with tolerable distortions. Our adaptive
vertex chasing replaces this quantization step marked by (*) in the above with
an adaptive subdivision of the local range. Instead of three different quantization
numbers, our method only requires one input, a depth of subdivisions (Figure 2).
The deeper a user choose, the closer to the original the restored model will be.

Table 1. Distribution of geometry in the localized range: The local range is classified
into 4 types based on each vertex position as shown in Figure 4: largest, large, small,
smallest. The number of vertices in each range are shown. The last column shows the
rate of the number of vertices in the largest over the total number of vertices. Only a
few belong to the largest and the most vertices belong to one type so low entropy in
the sequence of types are resulted in.

Model No. of Vertices largest large small smallest % of largest

fandisk 6475 27 587 5717 141 0.4%
horse 19851 3 8929 10884 38 0.02%
maxpl. 25445 26 9230 16020 166 0.1%
tf2 14169 8 11326 2734 98 0.05%
dino 14070 4 3054 10974 35 0.03%
feline 19864 11 1812 46037 2001 0.05%
venus 8268 29 984 7180 72 0.35%

We notice that we can classify this local range into 4 types based on each
vertex position as shown in Table 1 and Figure 4. Only a few, about 0.14% on
average of the total vertices belong to the largest of the range, which requires
more subdivisions. Therefore we adjust the given depth further based on the
classified range each vertex belongs. The size of the smallest range is 1/8 of
the largest range so 3 subdivisions from the largest can be saved. We simply
decrement the depth by one from the largest to each smaller range. For example,
with a given depth 6, we actually apply 5, 4, and 3 to the large, the small, and
the smallest. Notice also that the most vertices of each model belong to one type,
the small or the large, which results in a low entropy in the sequence of types
and hence contributes to low bit-rates.

To simulate the non-uniform quantization of previous geometry coding, we
apply a non-uniform subdivision to this adjusted local range such as 2 X 2 X 4
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localized-y

localized-z

localized-x

Fig. 7. Non-uniform subdivision of the range: 2 X 2 X 4 for x X y X z. To simulate
the non-uniform quantization of previous geometry coding, a non-uniform subdivision
of the range is introduced.

(see Figure 7). Various patterns for non-uniformity can also be practiced but 2
X 2 X 4 is already enough for lower bit-rates than Angle-Analyzer.

Therefore, by our new geometry coding, a type of the local range and subcell
numbers tracing each vertex position will be generated. With the size of the
local range and a given depth for subdivisions from the encoder, the decoder
can restore the vertex position in reverse.

As a result, our adaptive vertex chasing provides simple and intuitive control
between distortions and the bit-rates as shown in Figure 1 and still keep efficiency
as shown in Table 2.

4 Context-Modeling for Geometry and Connectivity
Coding

An entropy-based arithmetic coder [18] is used to code sequences of symbols
generated for both geometry and connectivity coding. Recently, the context-
modeling, originated from 2D image processing [19], has been suggested for
better compression ratios in isosurface compressions [17] and [10]. Therefore
we experiment a context-modeling for both geometry and connectivity coding
of 3D meshes.

Context for Connectivity Coding. The Angle-Analyzer choose the next gate to
traverse based on angles between gates in succession. We notice that these angles
are related to the connectivity codes. If the angle is small (less than 60 degrees),
a CW(clockwise) usually occurs. If the angle is large (more than 200 degrees),
a C(create) usually occurs. Therefore we choose to use context 3: the previous
angle, the previous code, and the current angle. Since the range of the angles in
floating point format is wide, we simply classified them into 4 groups and used 4
codes for the angles. Our context simply reduces on average 19% bit-rates lower
than Angle-Analyzer, as shown in the Table 2.

Context for Geometry Coding. We also apply a context-modeling to geometry
coding. 3 parent subcell numbers in succession as for context 3 produces the best
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Table 2. Results: Con. for connectiviy bit-rates. Geo. for geometry bit-rates. The unit
is b/v. AA means by Angle-Analyzer [9] while AVC by our method. The bit-rates by
two methods have the same level of distortions (i.e., 12-bit global quantization) by
Metro [20]. Our new method shows competitive ratios with depth as one input while
AA requires various sets of quantization numbers as three inputs.

Model No. of Con. Geo. Quantization Con. Geo. Depth

Vertices AA AA  AA (x,y,z) AVC AVC AVC
fandisk 6475 1.2 11.9 (50,50,280) 0.95 10.6 6
bunny 35947 0.9 12.3  (80,80,160) 0.8 11.3 6
horse 19851 1.4 12.5 (55,55,180) 0.94 12.2 6
maxplanck 25445 1.4 13.8 (50,50,90) 1.21 15.1 6
tf2 14169 1.0 11.5 (60,60,120) 0.6 12.4 6
dinosaur 14070 1.7 17.0 (100,100,200) 1.38 18.2 7
feline 19864 1.5 13.8 (60,60,120) 1.21 13.9 6
venus 8268 2.0 19.6 (110,110,300) 1.75 18.5 7

Fig. 8. Triangle meshes we tested

bit-rates among our trials. There seems a pattern to chase the vertex position
during subdivisions.

5 Results

Our Adaptive Vertex Chasing produces a little better geometry coding than
Angle-Analyzer [9], the current leading geometry coder so far (see Table 2). Even
if the efficiency of our Adaptive Vertex Chasing is improved a little, the sim-
plicity and the reliability of our algorithm is much better than Angle-Analyzer.
A user simply starts with a same depth for every model and if intolerable dis-
tortions in the decompressed, then choose a deeper level to subdivide. In this
way, the balance between distortions and the bit-rates can be systematically con-
trolled as shown in Figure 1. Our connectivity coding with a context-modeling
also produces better ratios than the original connectivity. Our Adaptive Vertex
Chasing can handle geometry coding of quad meshes in the same way as for
triangle meshes.
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6 Conclusion and Future Work

We have presented a new localized geometry coding, Adaptive Vertex Chasing
with a connectivity coding improved upon Angle-Analyzer’s [9]. Our new single-
rate coder can handle triangle, quad, hybrid of triangle-quad meshes and deal
with high genus and multi-components as Angle-Analyzer did.

The popularity of the global quantization by [3] comes mostly from simple
and intuitive control of the bit-rates and distortions. Our goal is to design a sim-
ple and intuitive coding method while keeping the efficiency of localized geometry
coding, which is better than the global approach. With insights in the distribu-
tion of vertex positions in the local range, we introduces an adaptive subdivision
to replace impractical quantization of Angle-Analyzer’s geometry coding. Fur-
thermore to simulate non-uniform quantization, non-uniform subdivisions are
practiced.

As a result, like the simple global geometry coding, with one input our Adap-
tive Vertex Chasing can control the balance between the bit-rates and distor-
tions. Our Adaptive Vertex Chasing can be used with any of previous connec-
tivity coders for the single-rate [8] and the progressive transmission [12].

Future work will address the extension of the algorithm to progressive com-
pression since our vertex chasing is already progressive to find the vertex po-
sitions. We also plan to improve our coder to handle tetrahedral meshes. And
more research on context modeling will help us to challenge low bit-rates further.
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Abstract. Flexible macroblock ordering (FMO) is an error resilience
feature of H.264 for video transmission over packet-lossy networks. Error
concealment (EC) provides a basic error resilience tool for decoder to
recover lost information and to reduce error propagation effect. This pa-
per presents an analysis on the dependency of EC performance on FMO
modes through the investigation of the expected number of correctly
received neighboring macroblocks for a lost macroblock. We present sim-
ulation results and performance evaluation of FMO with different en-
coding parameters in various packet loss rates in the context of EC
performance. Simulation results show that FMO provides an effective
feature for PSNR improvement in environments with high packet loss
rates, especially when intra-frame period is large.

1 Introduction

H.264 is the most recent international video coding standard of the ITU-T Video
Coding Experts Group (VCEG) and ISO/IEC Moving Pictures Experts Group
(MPEG) [1]. The goals of H.264 include improved coding efficiency and improved
network adaptation [2], [3]. The need for location-independent and fast access
to multimedia services on Internet and wireless networks has been steadily in-
creased. Internet protocol (IP) and most current and future wireless networks
provide multimedia services through packet-switched transmission modes. Three
major applications exist in IP-based networks: download type, streaming, and
conversational applications [2]. In download type applications, video streams can
be transmistted without timing constraints, and whole packets can be delivered
with reliable Transmission Control Protocol (TCP). In TCP, packet delivery can
be gauranteed with retransmission mechanism. However in streaming and con-
versational applications, video streams need to be transmitted in real-time with
timing constraints. Current IP-based networks cannot provide gauranteed deliv-
ery in real-time. Hence packet loss is inevitable in real-time video transmission
over IP networks. For real-time video transmission in packet-switched networks,

* This paper was supported by Konkuk University in 2005.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 120-131, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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unreliable User Datagram Protocol (UDP) is normally adopted as transport
protocol which does not perform retransmission for lost packets.

Usually two kinds of errors exist in packet-switched transmission over wireless
networks: bit inversion errors and packet losses [3], [4], [5]. Bit-inversion errors
would result in bit-errorneous packets if the number of bit inversion in a packet
is greater than the correction capability of forward error correction (FEC). In
the standardization of H.264 for reference software development, bit-errorneous
packets are assumed to be discarded [3]. Hence in packet-switched H.264 video
transmission, packet losses occur quite often for real-time applications.

In previous video compression standards, the following error resilience fea-
tures were used: picture segmentation, intra placement, reference picture selec-
tion, and data partioning. H.264 introduces three new error resilience features:
parameter sets, redundant slices (RS), flexible macroblock ordering (FMO) [2],
[3]. Parameter sets include crucial information to start decoding, and can be sent
out-of-band using reliable transmission protocol. In the same bit-stream, one or
more redundant representation can exist with RS feature. It might be effective
in highly error-prone environments, but it would require quite amount of extra
bits to be effective when the packet loss rate becomes high.

Macroblock order can be different from the raster scan order in FMO. FMO
can be quite effective for the improvement of error concealment performance
in packet-lossy networks. There are several modes in FMO, and the best mode
would be dependent on packet loss rates. Other encoding parameters including
intra-frame period may also affect the performance of error concealment for
lost slices.

In this paper, we present analysis and performance evaluation of FMO fea-
ture for H.264 video transmission over packet-lossy networks. This work would
provide a useful guideline for the selection of FMO mode in different encoding
paramters including intra-frame period and in various packet loss rates.

2 FMO in H.264

This section presents mathematical formulation of FMO modes in H.264. Let
f(i,7) be the intensity value at pixel coordinate (i,7) in current frame. Let K
and L be the number of macroblocks in vertical and in horizontal direction,
respectively. Let x and y be the macroblock (MB) coordinate in vertical and
in horizonal derection, respectively, with 0 < z < K and 0 < y < L. Let
mb(zx,y) represent the MB at macroblock coordinate (z,y). If N x N is the MB
size, N is 16 and 8 for luminance and chrominance components, respectively.
The macroblock mb(z,y) is composed of pixels with coordinates (i, j) such that
(N—-1)z<i< Nzand (N—-1)y <j< Ny.

Slice is a set of macroblocks. In this paper, two slices per frame case is
presented for comparison with and without FMO. Other cases can be similarly
defined and compared.

Let Sy and S; represent slice 0 and 1, respectively. If (xg,yo) is the last
macroblock coordinate of slice 0 in raster scan order, the macroblock coordinates
of Sy and S can be represented as follows.
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So = {mb(z,y): 0 <z < 20,0 <y < LIU{mb(z,y): x =20,0 <y <yo},

S1={mb(z,y) :x0 <z < K,0<y < L}U{mb(x,y):z=1x0,y0 <y < L}.

When FMO is not used, it is simply called as raster scan mode.

When FMO is used, a set of macroblocks is called slice group. Let S§ and S?
represent slice group 0 and 1, respectively, when interleaved mode FMO is used.
Then S§ and S} can be represented as a set of macroblocks:

Sg = {mb(2z,y): 0 <z < K/2,0 <y < L},
St ={mb(2z+1,y):0< 2 < K/2,0<y < L},

Let S¢ and S¢ represent slice group 0 and 1, respectively, when dispersed mode
FMO is used. Then S§ and S{ can be represented as:

Sd = {mb(2x,2y) Umb(2z + 1,2y +1): 0 <z < K/2,0 <y < L/2},
S = {mb(2x,2y + 1) Umb(2z + 1,2y) : 0 <z < K/2,0 <y < L/2}.

3 Error Concealment in H.264

In current H.264 decoder reference software [8], intra- and inter-frame error
concealment (EC) algorithms are implemented as a non-normative feature.

Intra-frame EC algorithm is based on weighted pixel averaging [3], [6]. If
mb(x,y) is lost, it is concealed from pixel values of four spatial neighboring
MBs: mb(z —1,y), mb(x+1,y), mb(x,y— 1), mb(z,y+1). If the lost MB has at
least two correctly received neighboring MBs, only these neighboring MBs are
used in the concealment process. Otherwise, previously concealed neighboring
MBs are used for spatial EC. If previously concealed neighboring MBs are used
for EC, spatial error propagation would occur and the performance of EC would
be worse compared to the case just using correctly received neighboring MBs.
Hence when a MB is lost, the performance of EC would depend on the number
of correctly received MBs among four neighboring MBs.

Inter-frame EC uses motion vector recovery algorithm based on boundary
matching [3], [6], [7]. The motion activity of correctly received slices of current
frame is investigated first. If the average length of motion vector (MV) is smaller
than a pre-defined threshold, all lost MBs are simply concealed by copying the
spatially corresponding MBs in the reference frame. Otherwise, motion vector
recovery algorithm is invoked for motion-compensated error concealment.

Let v(z,y) represent motion vector of macroblock mb(x,y). If mb(z,y) is
lost, then v(x,y) is selected (concealed) among motion vectors of neighboring
macroblocks and zero motion vector. Let C,(z, y) represent the set of candidate
motion vectors to be selected as v(z,y).

Cv(xvy) = {'U(l' - ]-7y)a 'U(ZL' + ]-7y)a 'U(ZL'7y - 1),1)(.%, Y+ 1)71)0} (1)

where vy is the zero motion vector. Let f (i,7) represent the intensity value
at coordinate (¢, j) in reference frame. Let d, and d,, represent the vertical and



Analysis and Performance Evaluation of FMO for H.264 Video Transmission 123

horizontal component of candidate motion vector, respectively. Let Dy, Dg, Dr,
and Dp represent side matching distortion of concealed macroblock mb(zx,y) and
neighboring MBs in left, right, top, and bottom directions, respectively. Then

Nzx—1

Dp= > |f(i+de,(N—=1y+dy)— f(i,(N—1y—1)],
i=(N-1)z
Nz—1 R

Dr= > |fli+dsNy—1+dy,)— f(i,Ny)l,
i=(N—1)z
Ny—1

Dr= Y |f((N=1Da+dsj+d,)— fF(N -1z —1,5)
j=(N-1)y
Ny—1

Dp= Y |f(Nz—1+dsj+dy)— f(Nz,j)l.
j=(N-1)y

Let D represent the boundary matching distortion for motion vector selection.
When correctly received neighboring macroblock exist, the boundary matching
distortion is calculated only over them. For example, if top and bottom MBs,
i.e., mb(x — 1,y) and mb(z + 1,y), are correctly received, then only Dy and Dpg
are included in the calculation of D, i.e., D = Dy 4 Dp. If there is no correctly
received MB, then concealed neighboring MBs are included in the calculation of
D. In this case, inter-frame EC performance would be degradaded. The motion
vector which gives minimal boundary matching distortion is selected among
candidate motion vector as:
E (1 el @
The accuracy of boundary matching would depend on the number of correctly
received neighboring MBs, and the performance of inter-frame EC would also
depend on the number of correctly received neighboring MBs. When a slice
or slice group is lost in a frame, some errors would remain even though EC
is performed, and these errors would propagate in temporal direction to the
following frames until the next I frame. Hence the decoded PSNR including
EC would be also dependent on the intra-frame period due to temporal error
prapagation.

4 Analysis of EC Performance Dependency on FMO

As explained in Section 3, both intra- and inter-frame EC operations depend
on the number of correctly received neighboring MBs. The number of correctly
received neighboring MBs would be dependent on the FMO mode. This sec-
tion presents theoretical analysis on the expected number of correctly received
MBs given packet loss rate for each FMO mode. The analysis would show the
performance of EC is closely related to the FMO mode.



124  C.Yim, W. Kim, and H. Lim

Let n"(x,y), n*(x,y), and n%(x, y) represent the number of correctly received
neighboring MBs when raster scan, interleaved, and dispersed mode FMO is
used, respectively. Let p; represent the probability of packet loss. We assume
that one slice becomes one packet in encoded bitstream. If a slice is lost, then
the probability that the other slice in the same frame is correctly received is 1—py.
Let E[n"], E[n'], and E[n?] represent the expected number of correctly received
neighboring MBs for a lost MB when raster scan, interleaved, and dispersed
mode FMO is used, respectively.

Firstly consider when raster scan mode is used. For simplicity, we assume
that new slice begins at the first MB in a row, i.e., yo = L — 1. If mb(z,y) in Sy
is lost and S is received, then

W) = {5 3)

0, otherwise.

E[n"] can be calculated as

Er—l_plZn (z,9). (4)

When mb(x,y) in Sy is lost and Sy is received, n"(z, y) and E[n"] can be similarly
represented and calculated as (3) and (4).

Secondly consider when interleaved mode FMO is used. If mb(z,y) in S§ is
lost and S? is received, then

ni(a:,y):{l’xzo . (5)

2, otherwise.

E[nf] can be calculated as

g = 2PN S i), 0

E[n?] value would be the same as (6) when mb(x,y) in S} is lost and S} is
received.
Thirdly consider when dispersed mode FMO is used. If mb(x, y) in S¢ is lost

and S{ is received,
d _ 3, z=0
n(@,y) = {4, otherwise. (7)

E[n?] can be calculated as

E[n? = 1—pz Zn ,9). (8)

E[n?] value would be the same as (8) when mb(z,y) in S{ is lost and S¢ is
received.
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Now consider the following case as an example for the expected number of
correctly received neighboring MBs. When luminance component of common
intermedia format (CIF) video sequence is considered, K = 22 and L = 18. If
the packet loss rate is 10%, p; = 0.1. If we assume that the slice size is the same
in raster scan mode, xo = 10. From (4), (6), and (8), E[n"] = 0.082, E[n’] = 1.72,
and E[n?] = 3.52, in this case.

This analysis shows that the expected number of correctly received neighbor-
ing MBs becomes larger in FMO modes than in raster scan mode, and dispersed
mode gives larger expected number than interleaved mode. From this analysis,
we can expect that the performance of EC would be better in FMO modes than
in raster scan mode, and the dispersed mode would give better EC performance
than interleaved mode.

5 Simulation Results and Performance Evaluation

We performed simulations using JM9.3 H.264 reference software [8]. Real-time
Transport Protocol (RTP) packet mode is selected as output file mode. Packet
loss simulator is implemented by modifying the C code in [9], [10]. Arbitrary
packets can be dropped (lost) from encoded bitstream file composed of RTP
packets, and new bitstream file is composed without dropped packets.
Simulations are performed using ‘Foreman’ and ‘Mobile’ CIF video sequence
with 0%, 3%, 5%, 10%, and 20% packet loss rate. Fig. 1 shows the PSNR per-
formance with several packet loss rate when the intra-frame period is 1, i.e.,

Intra—frame period 1

0 2 4 6 8 10 12 14 16 18 20
Packet loss rate (%)

Fig. 1. PSNR with several packet loss rates when intra-frame period is 1 for ‘Foreman’
sequence (circle with dotted line: raster scan, square with dashed line: interleaved,
diamond with solid line: dispersed)
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Intra—frame period 10
45 L] L] L] L] L] L] L] L] L]

PSNR (dB)

2 4 6 8 10 12 14 16 18 20
Packet loss rate (%)

15
0

Fig. 2. PSNR with several packet loss rates when intra-frame period is 10 for ‘Foreman’
sequence (circle with dotted line: raster scan, square with dashed line: interleaved,
diamond with solid line: dispersed)

Intra—frame period 20
45 L] L] L] L] L] L] L] L] L]

PSNR (dB)

0 2 4 6 8 10 12 14 16 18 20
Packet loss rate (%)

Fig. 3. PSNR with several packet loss rates when intra-frame period is 20 for ‘Foreman’
sequence (circle with dotted line: raster scan, square with dashed line: interleaved,
diamond with solid line: dispersed)

intra-frame only case for ‘Foreman’ sequence. From this result, we can see that
the PSNR performance is very close at 0% packet loss rate, and interleaved and
dispersed FMO modes give better PSNR than raster scan mode as the packet
loss rate becomes larger. At 20% packet loss rate, both FMO modes give about
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3 ~ 4dB higher PSNR than raster scan mode, and dispersed mode gives slightly
higher PSNR than interleaved mode.

Fig. 2 and Fig. 3 show the PSNR with several packet loss rates when the
intra-frame period is 10 and 20, respectively, for ‘Foreman’ sequence. The overall
tendency is similar, but we can observe that the PSNR difference becomes larger
as the intra-frame period becomes larger. When the intra-frame period is 20 in
Fig. 3, dispersed mode FMO gives about 10dB higher PSNR than raster scan
mode, which is much larger difference compared to the intra-frame period 1
case in Fig. 1. As the intra-frame period becomes larger, the temporal error
propagation effect becomes more severe and the FMO modes affect more on the
decoded PSNR including EC.

Fig. 4 shows the PSNR performance at several bit rates when the packet
loss rate is 0% and intra-frame period is 1 for ‘Mobile’ sequence. In this case,
the raster scan mode gives the best result, while the dispersed mode FMO gives
the worst result. The raster scan mode gives about 2dB higher PSNR than the
dispersed mode FMO. Since no intra-frame prediction is performed across slice
or slice group boundaries in encoding, raster scan mode gives the best result,
while the dispersed mode gives the worst result. When dispersed mode FMO
is used, there would be no horizontal and vertical neighboring MB in the same
slice group for intra-frame prediction in encoding.

Fig. 5 shows the PSNR at several bit rates when the packet loss rate is 20%
and intra-frame period is 1 for ‘Mobile’ sequence. In this case, the raster scan
gives the worst result, while interleaved and dispersed mode FMO gives similar

Packet loss rate 0%, intra—frame period 1

N
N
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R
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X

W
N
T

26 b

2000 3000 4000 5000 6000 7000 8000 9000 10000 11000
Bit rate (kbps)

Fig.4. PSNR at several bit rates rate when packet loss rate is 0% and intra-frame
period is 1 for ‘Mobile’ sequence (circle with dotted line: raster scan, square with
dashed line: interleaved, diamond with solid line: dispersed)
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Packet loss rate 20%, intra—frame period 1
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Fig.5. PSNR at several bit rates rates when packet loss rate is 20% and intra-frame
period is 1 for ‘Mobile’ sequence (circle with dotted line: raster scan, square with dashed
line: interleaved, diamond with solid line: dispersed)

Packet loss rate 5%, intra—frame period 20
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Bit rate (kbps)

Fig. 6. PSNR at several bit rates rates when packet loss rate is 5% and intra-frame

period is 20 for ‘Foreman’ sequence (circle with dotted line: raster scan, square with
dashed line: interleaved, diamond with solid line: dispersed)

performance. FMO gives about 1 ~ 2dB better performance than raster scan
mode. As the packet loss rate becomes higher, the performance of EC becomes
more important for higher PSNR. As explained in Section 2, the expected num-
ber of correctly received neighboring MBs is much larger in FMO modes than
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in raster scan mode, and the performance of intra-frame EC is better in FMO
modes than in raster scan mode.

Fig. 6 shows the PSNR at several bit rates when the packet loss rate is 5% and
the intra-frame period is 20 for ‘Foreman’ sequence. In this case, interleaved and

Packet loss rate 20%, intra—frame period 20
26 T T T T T T A T T T
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Fig. 7. PSNR at several bit rates rate when packet loss rate is 20% and intra-frame
period is 20 for ‘Foreman’ sequence (circle with dotted line: raster scan, square with
dashed line: interleaved, diamond with solid line: dispersed)

Packet loss rate 20%, intra—frame period 20
20 T T T T T L] L]

19F

18F

17F

PSNR (dB)

16

15- o ‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ o -

14 L L L L L L
0 500 1000 1500 2000 2500 3000 3500

Bit rate (kbps)

Fig. 8. PSNR at several bit rates rate when packet loss rate is 20% and intra-frame
period is 20 for ‘Mobile’ sequence (circle with dotted line: raster scan, square with
dashed line: interleaved, diamond with solid line: dispersed)
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dispersed FMO modes show similar performance, and FMO modes show about
4 ~ 5dB higher PSNR than raster scan mode. The PSNR of raster scan mode
is lower in raster scan mode because the inter-frame EC performance is worse
and temporal error prapagation effect becomes more severe as the intra-frame
period is larger.

Fig. 7 and Fig. 8 show the PSNR at several bit rates when the packet loss
rate is 20% and the intra-frame period is 20 for ‘Foreman’ and ‘Mobile’ sequence,
respectively. FMO modes give 4 ~ 10dB higher PSNR than raster scan mode.
The temporal error propagation effect becomes more severe with larger intra-
frame period in higher packet loss rate. In this case, dispersed mode FMO gives
about 1 ~ 2dB higher PSNR than interleaved mode. The dispersed mode gives
larger expected number of received neighboring MBs for a lost MB, and this
results in better inter-frame EC performance.

6 Conclusion

We presented an anlaysis on EC performance dependency on FMO modes. The
expected number of correctly received MBs are modeled as a function of packet
loss rate for raster scan and FMO modes. The analysis shows that FMO modes
give larger expected number of correctly received neighboring MBs for a lost MB
than raster scan mode. Among FMO modes, dispersed mode gives larger num-
ber than interleaved mode. Simulation results show that PSNR is slightly higher
in raster scan mode than in dispersed mode when there is no packet loss since
no EC needs to be performed. However as the packet loss rate becomes higher,
the performance of EC becomes more important for decoded PSNR. When the
packet loss rate becomes higher, FMO modes give larger PSNR since the ex-
pected number of correctly received neighboring MBs for a lost MB is larger.
Simulation results also shows the PSNR difference between FMO modes and
raster scan mode becomes larger as the intra-frame period becomes larger be-
cause temporal error prapagation effect becomes more severe. When the packet
loss rate is high and the intra-frame period is rather large, the dispersed mode
with the largest expected number of correctly received MBs for a lost MB gives
the best performance. These simulation results justify that FMO provides very
effective error resilience feature in evironments with high packet loss rates, es-
pecially when the intra-frame period is large.

References

1. Wiegand, T., Sullivan, G. J., Bjgntegaard, G., Luthra, A: Overview of the
H.264/AVC video coding standard. IEEE Trans. Circuits Syst. Video Technol.
13('7) (2003) 560-576

2. Wenger, S.: H.264/AVC over IP. IEEE Trans. Circuits Syst. Video Technol. 13(7)
(2003) 645—656

3. Sockhammer, T., Hannuksela, M. M., Wiegand, T.: H.264/AVC in wireless envi-
ronments. IEEE Trans. Circuits Syst. Video Technol. 13(7) (2003) 657673



Analysis and Performance Evaluation of FMO for H.264 Video Transmission 131

10.

Sockhammer, T., Wiegand, T., Wenger, S.: Optimized transmission of H.26L/JVT
coded video over paket-lossy networks. Proc. IEEE Int. Conf. Image Processing,
(2002)

Sockhammer, T., Wiegand, T., Oelbaum, T., Obermeier, F.: Video coding and
transport layer techniques for H.264/AVC-based transmission over paket-lossy net-
works. Proc. IEEE Int. Conf. Image Processing, (2003)

Wang, Y.-K., Hannuksela, M. M., Varsa, V., Hourunranta, A., Gabbouj. M.: The
error concealment feature in the H.26L test model. Proc. IEEE Int. Conf. Image
Processing, 2 (2002), 729-733

Lam, W.-M., Reibman, A. R., Liu, B.: Recovery of lost or erroneously received
motion vectors. Proc. IEEE Int. Conf. Acoust. Speech Signal Proc., 5 (1993), 417-
420

H.264/AVC software coordination. http://bs.hhi.de/ suehring/

Wenger, S.: Common conditions for wire-line, low delay IP/UDP/RTP packet loss
resilient testing. ITU-T SG16 Doc. VCEG-NT79r1, (2001)

Luttrell, M., Wenger, S., Gallant, M.: New versions of packet loss environment and
pseudomux tools. http://www.stewe.org/contrib.htm, Q15-1-09.zip, (1999)
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for Video Coding
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Abstract. A visual measure for the purpose of video compressions is proposed
in this paper. The novelty of the proposed scheme relies on combining three
human perception models: motion attention model, eye movement based spatio-
temporal visual sensitivity function, and visual masking model. With the aid of
spatiotemporal visual sensitivity function, the visual sensitivities to DCT coef-
ficients on less attended macroblocks are evaluated. The spatiotemporal distor-
tion masking measures at macroblock level are then estimated based on the vis-
ual masking thresholds of the DCT coefficients with low sensitivities. Accord-
ingly, macroblocks that can hide more distortions are assigned larger quantiza-
tion parameters. Experiments conducted on the basis of H.264 demonstrate that
this scheme effectively improves coding efficiency without picture quality deg-
radation.

1 Introduction

With target bit allocation and adaptive quantization, rate control modules of the video
encoders optimize the perceived picture quality and achieves a given constant average
bit rate. The performance of adaptive quantization is deeply affected by activity
measures of macroblocks, such MAD in rate control module of JM9.0 for H.264 [1].
However, one problem with such measure is its mismatch for the sensitivity property
of human visual system.

Various coding techniques have been investigated to enhance visual quality. For
instance, a substitute strategy for the perceptually weighted distortion measure is the
priority coding policy. Video coders are guided by the distance between the location
to be encoded and the visually salient location [2]-[5]. Fewer bits are allocated to
visually less attended regions that are predicted by pre-analysis [3] or color contrast,
intensity, orientation, flicker and motion intensity information [2].

Human visual sensitivity varies with spatial frequencies of image patterns. This
property has been extensively utilized to design optimal quantization matrices. Visual
sensitivity also changes with the moving velocity of the eye-tracking target. Coding
efficiencies can be improved by employing the spatiotemporal visual sensitivity func-
tion [6] to reduce psychophysical redundancy [7]. It is noted that the loss of visual
sensitivity might be compensated by smooth pursuit eye movement. Thus, by consid-
ering both the visual attention model and the eye movement based spatiotemporal
contrast sensitivity function [8], a rendering method is devised to accelerate global
illumination computation in [9].

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 132143, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Visual masking denotes that the visibility of a signal is changed due to the exis-
tence of other signals. In addition to visual attention and visual sensitivity, visual
masking gives another important cue to efficiently compress video data. Constant
quality across images can be achieved by adapting quantization parameters to texture
masking energies of image blocks [10][11].

In this paper, a novel adaptive quantization scheme is accomplished by adopting
the visual attention model, eye movement based spatiotemporal contrast sensitivity
function, and visual masking model. The attended regions are identified based on
motion intensities and motion directions since motion information is usually stronger
predictors of human saccades than static image features [12]. Next, for DCT coeffi-
cients on less attended regions, coefficients with low sensitivities are identified ac-
cording to spatial frequencies and moving velocities of their corresponding blocks.
Spatiotemporal distortion masking measures are then estimated on the basis of the
visual masking thresholds of these coefficients. Finally, rate reduction without visual
degradation is achieved by adapting quantization parameters to local image contents.

The rest of this paper is organized as follows. Section 2 describes the proposed mo-
tion attention model. The employed eye movement based spatiotemporal sensitivity
function and visual masking model are given in Section 3. Based on these analyses,
Section 4 presents an adaptive quantization scheme. The performance of the proposed
scheme is illustrated in Section 5. Finally, Section 6 concludes this paper.

2 The Motion Attention Model

The strategy that biological vision systems serially process the incoming information
is referred as selective attention or focal attention [13]. The psychophysical, neuro-
physiological and computational approaches research into this theory in different
ways. Visual attention includes bottom-up and top-down processes. Bottom-up atten-
tion consists of static attention and motion attention. This paper focuses on the latter
since motion and temporal change are usually stronger predictors of human saccades
than static image features [12]. An example of the computational motion attention
model builds motion conspicuity maps based on multiscale Gaussian pyramids of
motion intensities for image rendering [9]. Another model utilizing both motion in-
tensities and motion directions but disusing camera motion estimation and object
tracking is devised for video skimming [14].

Regarding block-based video coders, the translational rigid motion model may lead
to coding inefficiency in case of regions with complex motions. Nevertheless, such
regions often receive more visual attentions and hence human visions are more sensi-
tive to the coding error in these regions. Thus, this section proposes a motion attention
model for the purpose of video coding.

This motion attention model is revised from [14]. It is made up of three inductors:
intensity inductor, spatial coherence inductor, and contrast coherence inductor. Each
inductor ranges from zero to one. Let the motion vector of the macroblock indexed by
(i,j) of the nth frame be (V2,5 V) - The intensity inductor for this macroblock is

L =\/W/maxl, L
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where max / is the maximal motion intensity in the nth frame. The spatial coherence
inductor derived from the entropy of the directions of motion vectors, inside a spatial
window containing w X Wy macroblocks, is

)
s, ==, Pa(D)log(p, (b)),
b=1

where p (b) is the probability of occurrence of bth bin and 71, is the number of his-

togram bins. Next, we define the contrast coherence inductor as

1-N,/1,,if I, >=N,.. 3)
V.. =
Y \1-1,,/N,;, otherwise.
(w, =112 (wy=1)/2 4
Ng=C > D L) (wyXwy),u#iand v # j-

u=—(w,=1)/2v=—(w,-1)/2

It estimates the contrast between [ nij and the mean of (WyXw, —1) motion intensities

in the neighborhood.

(@) (b) © ()
Fig. 1. (a) Frame 119 in STEFAN (b) motion attention map for (a) (c) Frame 16 in
FOOTBALL (d) motion attention map for (c). The maps are magnified by a factor of 255.

Intensity inductors of blocks in the background are possibly larger than those in the
foreground. Thus, motion attended regions cannot be simply identified based on in-
tensity inductors. On the other hand, since moving objects in the foreground are with
either dissimilar motion directions or dissimilar motion intensities to those in the
background, blocks with larger spatial coherence inductors or contrast coherence
inductors might suggest that they contain or are close to the borders of moving ob-
jects. Thus, the motion attention index for the macroblock indexed by (i,j) is defined
as

M, ; =Cv,;+1,,XCs,; - o)

Examples of motion attention maps are shown in Figs. 1(a) and 1(b) for STEFAN and
FOOTBALL, respectively.

Attended regions are predicted on a bottom-up basis. However, the fixation point is
likely on the less attended regions since the final decision is controlled by human
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brains. Regarding static features, there is a strong connection between region smooth-
ness and visibility of coding errors. The coding efficiency can be improved by reduc-
ing psychovisual redundancy in regions with high spatial frequencies and/or high
temporal frequencies where more coding errors can be hidden. Thus, next section
further introduces a spatiotemporal distortion masking measure for content dependent
adaptive quantization on less attended regions.

3 The Visual Sensitivity Model and the Visual Masking Model

In this section, the visual sensitivity model and visual masking model cooperate to
reduce the spatial and temporal perception redundancy. Human visions lose sensitiv-
ity to high spatial frequency patterns with rapid moving velocities in video scenes.
Nevertheless, smooth pursuit eye movement is capable of reducing retinal velocities
of eye-tracking targets and thus compensates for the loss of visual sensitivity [8]. This
paper employs an eye movement incorporated spatiotemporal contrast sensitivity
function to evaluate visual sensitivities of DCT coefficients at different spatial fre-
quencies on less attended blocks. For the DCT coefficients with low spatiotemporal
sensitivities, their capabilities for visual masking are further concerned based on a
two-dimensional visual masking model.
At first, the image plane velocity v, is converted into the retinal velocity vg by [8]

Vi =min\_(g5p'VT)+VM1N’VMAXJ’ ©

Ve =V, = Vg, (N

where vzis the eye velocity and vy is the target velocity (v is set as v; in the follow-
ing). All velocities are in deg/sec. g,, is 0.82 (the gain of smooth pursuit eye move-
ment). V,,;, is 0.15. v,,,, is 80. v; at location (x,y) in pixel-domain is [10]

AP(x,y)X f, ®)
fs

where AP(x,y)is the pixel displacement between two consecutive frames, f,is frame

V[(X, )’):

rate in frame/sec and f; is sampling density in pel/deg that relies on viewing distance.
Before estimating the sensitivity for the 2-D DCT coefficient ¢,, on a DCT block

that has retinal velocity v ((1,v) indexes the coefficient and k indexes this NxN DCT
block), the normalized spatial frequency f,(4,v) in cy/pel has to be converted to spa-

tial frequency f{u,v) in cy/deg of ¢, by [15]
f(uvv):fd(u’v)xfy ’ (9)
Nu? + 2 (10)
fale =Y =01 N -1

2N
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The eye movement incorporated spatiovelocity sensitivity [8] is then evaluated by
introducing vg into Kelly’s CSF [6]

(1D

CSE(p,vg) =k-co-cy vy ‘(C1 27rp)2 exp(_ c14ﬂpJ,
k=s+s, -‘10g(c2vR /3)3, (12)
Paax = D1 1 (6 +2), (13)

where p is the spatial frequency in cy/deg, s;is 6.1, s, is 7.3 and p, is 45.9. The pa-
rameters settings that ¢y is 1.14, ¢, is 0.67 and ¢; is 1.7 are suggested by Daly [8].

For the coefficients that have low visual sensitivities (smaller than a given thresh-
old o), their capabilities of visual masking are further concerned. Visual masking
refers to the reduction of visibility of a signal due to the existence of other signals. For
the purpose of video coders, this property is quite important since rate reduction can
be achieved without perceptual degradation by allocating fewer bits to regions that
can mask more coding distortions. In [10], the term “texture masking energy” is de-
fined based on the DCT-domain sensitivity function that varies with spatial frequen-
cies. Instead of the sensitivity function, Watson’s DCT-domain contrast masking
model [16] is adopted here to estimate masking energies. The masking threshold of
the DCT coefficient ¢, , is given by

Wuy

1=,y 1. (14)

-t

Cvk = max [t uvk

uvk > | Cuvk

where 7, is the luminance masking threshold, w,y,is 0 and w, is 0.7 for (u,v)#(0,0).
Based on this, the coding distortion tolerance index Tm.f for the mth macroblock is
proposed in this paper, and, it is defined as

(15)

(16x16) ANXN)

Tnij :( Z zzeuvkﬁ)llﬁ
k=1 u=1 v=1
where [ is a parameter and is experimentally determined. Please note that the contrast
sensitivities and visual masking thresholds of the DC coefficients are not evaluated in
the proposed scheme. The AC coefficients with significant contrast sensitivities (lar-
ger than a given threshold o) are also excluded from the evaluation of (15).

4 The Adaptive Quantization Scheme

In the proposed scheme, the quantization parameters at macroblock level are adjusted
based on motion attention indexes and coding distortion tolerance indexes. A region is
judged to be whether attended by

nij

_[Lif M, > (16)
0, otherwise.
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where yis a given threshold between 0 and 1. The coding bits allocated to attended
regions are unaltered. Since the predicted image saliency only provides the candidates
of saccade locations [12], the quantization parameters assigned to different attended
regions are identical. Note that allocating more bits will give rise to the issues of the
control of bit-rate increase and the gracefully visual degradation between attended and
unattended regions.
Finally, rate reduction is achieved by allocating fewer bits to less attended regions
according to T, One example is
QP',, = QP +AQP,

nij

17)
a9, if T‘m’j < 71 (18)
q,,if ¥, <Tm;,' <Y,

q;-1f ¥, <Tnij <7V

q,, otherwise

AQP,, =

where QF,; is the initial quantization parameter. Parametersy,, y, and y, classify

contents into different classes for visual masking: low, medium, high, and very high.
According to the experiment results, the parameters are v, =15, v, =30, and v, =50.

4 4> q; and g, are nonnegative integers. A conservative policy for settings ¢, ¢,

qz,and q, are ¢ =0, g,=1,g;=2,and g, =4.

5 Experimental Results

This section demonstrates the performance of the proposed scheme by utilizing the
spatiotemporal distortion masking measure to guide JM 9.0 of H.264. The encoder
configuration is as follows. ProfileIDC is 77. RDO mode, CABAC, and loop filter are
enabled. No B frame is inserted. Intra modes for non I-slices are enabled. Fast motion
estimation is disabled. Due to the limited space, the results are shown for sequences
STEFAN and FOOTBALL at CIF resolution at 30 fps. STEFAN contains 300 frames
and FOOTBALL contains 260 frames. The parameter settings are N=4, o=1, w, =5,

w, =3, n, =16, and y=0.15. Viewing distance is 3 picture heights. The test sequences

are presented on a Samsung SyncMaster 770 TFT display. The motion vectors used
for constructing attention saliency map are generated by full search block matching.
The image plane velocities for 16 4x4 2-D DCT block within the same macroblock
are represented by the macroblock velocity.

By disabling rate control module, the comparisons of the coding performance be-
tween H.264 with fixed quantization scheme and H.264 with adaptive quantization
scheme (the proposed scheme) are exhibited in Figs. 2(a) and 2(b). Rates and distor-
tions corresponding to six initial QPs, including 22, 26, 30, 32, 40, and 44, are meas-
ured for both schemes. Rate reduction ranges from 13% to 23% for STEFAN se-
quences and from 3% to 8% for FOOTBALL sequences.
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Fig. 2. The comparisons of coding

performance between two different schemes for STEFAN

and FOOTBALL, respectively. Each figure contains two curves. Each curve is created based on
initial QP: 22, 26, 30, 32, 40, and 44.
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Fig. 4. Comparisons between different quantization schemes for frame 282 in STEFAN (Initial
QP=22): (a) Fixed QP (PSNR= 39.71 dB) and (b) adaptive QP (PSNR=36.87dB)



(b)

Fig. 5. Comparisons between different quantization schemes for frame 281 in STEFAN (Initial
QP=26): (a) Fixed QP (PSNR= 36.29 dB) and (b) adaptive QP (PSNR=33.54dB)
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(b)
Fig. 6. Comparisons between different quantization schemes for frame 123 in FOOTBALL
(Initial QP=22): (a) Fixed QP (PSNR= 39.60 dB) and (b) adaptive QP (PSNR=38.76dB)

The comparisons of the subjective visual tests between H.264 with fixed quantiza-
tion scheme and H.264 with adaptive quantization scheme (the proposed scheme) are
shown in Figs. 3(a) and 3(b). Fifteen non-expert subjects take part in this test. The
testing procedure is based on single stimulus method (SS) [17]. The 11-grade quality
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scale ranges from 1 to 11. The test sequences are presented in random order. The
confidence interval revealed in Figs. 3(a) and 3(b) is 90%. Although the overall PSNR
drops are all less than 1.6dB for STEFAN and 0.5 dB for FOOTBALL, there is no
perceptual degradation since the proposed coding scheme is directed by a perceptual
measure. Figures 4 to 6 show the side by side comparisons for reconstructed frames in
STEFAN and FOOTBALL. Please note that the PSNR difference between two recon-
structed frames in Figs. 4(a) and 4(b) is 2.84 dB and it is 2.75 dB between Figs. 5(a)
and 5(b). However, since most regions are with fast motions and there are large re-
gions with high spatial frequencies, i.e. audience, in 281th frame and 282th frame in
STEFAN, large T, values in (15) are resulted. This indicates that larger coding

distortions can be covered up in these frames.

6 Conclusions

This paper proposes a motion perception measure combining visual attention, eye
movement based spatiotemporal visual sensitivity, and visual masking. This measure
can be incorporated with the existing coders to facilitate an efficiently perceptual
coder. Future work will focus on the model refinement and extensive tests.
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Abstract. In this paper, we propose a hybrid deblocking algorithm to
improve the visual quality of block-based low bit rate coded images,
those are processed both spatial and wavelet domains. The proposed al-
gorithm reduces the blocking artifacts using the statistical characteristics
of block discontinuity as well as the lipschitz regularity along the behav-
ior of wavelet coefficients across scales. In this algorithm, detection of
blocking artifacts and block boundary classification is performed in spa-
tial domain to reduce the computational complexity for performing the
wavelet transform and inverse wavelet transform for all image, and adap-
tive filtering is processed in spatial or wavelet domains. Spatial adaptive
filtering is processed to reduce the blocking artifacts in smooth region
with the blocking artifacts. For complex or mixed region, the Lipschitz
regularity is obtained to analyze the evolution of the local maxima of
the wavelet transform modulus across scales and these irregular singu-
larities are adaptively removed in wavelet domain. Experimental results
show that the proposed algorithm produced better results than those of
conventional algorithms both PSNR and visual quality.

1 Introduction

Block DCT-based video coding technique is widely used the video coding stan-
dard such as H.263 [1] and MPEG-4 [2]-[4]. However the drawback of this method
is the lossy quantization stage which leads to quantization noise. Moreover, this
noise makes serious degradation called blocking and ringing artifacts at low bit
rates. To reduce these artifacts, a variety of post-processing algorithms have been
studied [1]-[12]. A variety of post-processing schemes to reduce the blocking and
ringing artifacts have already been proposed to improve the visual quality of
block-based coded images in the decoder, such as adaptive filtering methods in
spatial domain [1]-[4], the projections onto convex sets (POCS)-based method
[7], estimating the lost DCT coefficients in the transform domain [8], and wavelet
transform based method [9]-[12]. The POCS-based method has produced good
results, however, since it is based on an iterative approach, it is computationally
expensive and time consuming.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 144-155, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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In MPEG-4 committee draft, the blocking and ringing artifacts are reduced
using the verification model (VM) post-filter, deblocking filter and deringing fil-
ter [2]-[4]. The MPEG-4 deblocking algorithm which operates in two modes: DC
offset mode for low activity blocks and default mode. Block activity is determined
according to the amount of changes in the pixels near the block boundaries. All
modes apply a one-dimensional (1-D) filter in a separable way. The default mode
filter uses the DCT coefficients of the pixels being processed and the DC offset
mode uses a 1-D filter. Although this algorithm can conserve the complex regions,
it is unable to eliminate the blocking artifacts in complex regions efficiently.

Ramamurthi’s algorithm [5] classifies each block as either monotone or an
edge area, then 2-D filter is performed to remove grid noise from the monotone
areas, then 1-D filter is performed to remove staircase noise from the edge ar-
eas. However, this algorithm is unable to accurately classify monotone and edge
blocks. Qui’s algorithm [6] used a feedforward neural network. In this algorithm,
the useful features extracted from the decompressed image are used as the input
to a feedforward neural network. Yet, since the neural network is applied to all
block boundaries, the edge components are blurred. And since this algorithm
processes only two pixels near the block boundary, other blocking artifacts are
occurred to the inner regions of the block.

Recently, the discrete wavelet transform (DWT) has attracted considerable
attention because the wavelet transform provides good localization in both spa-
tial and spectral domains, allowing noise removal and edge preservation. Several
approaches also have been proposed to reduce the blocking and ringing artifacts
[9]-[12]. The wavelet transform modulus maxima (WTMM) representation was
used to characterize a signal based on the Lipschitz exponents [11], [14], [15]. It
enables local and effective operations on multiscale edges. Xiong et al. [10] pro-
posed an approach to deblocking of JPEG compressed images using overcomplete
wavelet representations. However, this algorithm is unable to accurately classify
smooth regions and edge regions. Hsung et al. [11] proposed the WTMM ap-
proach for JPEG images deblocking. Since this algorithm included segmentation
process to identify the texture regions and the POCS technique to reconstruct
the processed image, it is computationally expensive and time consuming. In
Kim’s method [12], the blocking artifacts were described as an impulse in the
first scale wavelet domain and a dispersed impulse in the second scale wavelet
domain. Using 1-D DWT, blocking artifacts are reduced by median filtering.
However, this method only reduces the blocking artifacts without consideration
of the ringing artifacts.

Accordingly, we propose a hybrid deblocking algorithm that can remove
blocking and ringing artifacts from signals by spatial adaptive filtering and esti-
mating the Lipschitz regularity in wavelet domain. The proposed method clas-
sifies the block boundary into smooth region, complex region, and mixed region
in spatial domain and detects the blocky region which includes the blocking ar-
tifacts in smooth region. Because there exists the regions those are not exist the
blocking artifacts in smooth region, the existence of blocking artifacts is detected
and then adaptive filtering is processed to reduce the computational complexity.



146 K.-K. Kwon, I.-S. Jeon, and D.-S. Lim

That is, spatial adaptive filtering is processed to reduce the blocking artifacts
in smooth region with the blocking artifacts. For complex or mixed region, the
Lipschitz regularity is obtained to analyze the evolution of the local maxima
of the wavelet transform modulus across scales [14], [15] and this value is used
to extract irregular singularities due to blocking and ringing artifacts from the
multiscales in a signal. These irregular singularities are adaptively removed ac-
cording to two types of region, a complex region and mixed region. Because the
proposed method transforms only the complex or mixed region, computational
complexity is less than conventional 1-D DWT-based methods.

Experimental results confirmed that the proposed algorithm can reduce the
blocking and ringing artifacts efficiently and preserve the image details.

2 Singularity Detection Using Overcomplete Wavelet
Representations

2.1 Discrete Dyadic Wavelet Transform

In this section we briefly summarize the discrete dyadic wavelet transform
used in our deblocking algorithm, as introduced by Mallat et al. [14], [15].
The discrete dyadic wavelet transform of 1-D signal f(z) is defined as
{S2s f(2), (Was f(2))1<j< s} where f(z) € L?(R). Each component is obtained
by the convolution of f(x) with the scaling function and dilated wavelet:
Sos f(x) = f(x) * pos(x), Was f(x) = f(x) * g (x). The wavelet 1(x) is de-
signed to be the derivative of a smoothing function. That is, ¢(z) = df(x)/dx
where 6(z) is a smoothing function whose integral is equal to 1 and that con-
verges to 0 at infinity, and ,s (z) = 1/29¢(2/27) denotes the dilation of 9 (z)
by a factor 2/. The wavelet transform W, f(x) is proportional respectively to
the first derivative of f(z) smoothed by 6(z). A local maxima is thus any point
xo such that |[Wa; f(x)] < |Was f(z)| when z belongs to either the right or left
neighborhood of xq, and |Wa; f(x)] < |Waj f(2z0)| when z belongs to the other
side of the neighborhood of xg.

2.2 Estimation of Lipschitz Regularity

To characterize the singular structure of a signal, it is necessary to quantify
local regularities precisely. Lipschitz exponents provide not only uniform regu-
larity measurements over time intervals, but also pointwise Lipschitz regularity
at any point v of a signal. The following theorem explains how to use the local
maxima to estimate the Lipschitz regularity. Suppose that wavelet ¢(x) has a
compact support, first-time continuously differentiable, and the first derivative
of a smoothing function.

Theorem [15]; Let f(x) be a tempered distribution whose wavelet transform is
well defined over [a, b], and let 2o € [a, b]. We suppose that there exists a scale 27
and a constant C all the modulus maxima of Wy; f(z) belong to a cone defined
by |x — x| < 2/C. Then, at all points x1 € [a,b], 71 # 70, f(z) is uniformly
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Fig. 1. The eight pixels used for block boundary classification and smooth region
filtering

Lipschitz in a neighborhood of x;. Let @ < n be a non-integer. The function
f(x) is Lipschitz « at xo if and only if there exists a constant A such that at
each local maximum (27, z) in the cone

[Wai f(z)] < A27° 1)
that is equivalent to

log [Wy; f(x)| < log(A) + alog(2’) (2)

If the local maxima satisfy the cone distribution imposed by the theorem, (2)
proves that the Lipschitz regularity at zy is the maximum slope of the straight
lines that remain above log |[Ws; f(x)| on a logarithmic scale. The local maxima
are only detected along a dyadic sequence of scales (27) jez. For each scale 27,
the position of the local maxima of |Wy; f(x)| is recorded along with the value
of Wy; f(x) at the corresponding position. The Lipschitz regularity of a function
is characterized by the decay across the dyadic scales of the local modulus.

3 Proposed Deblocking Algorithm

3.1 Detection of Blocking Artifacts and Block Boundary
Classification

Each block boundary is classified into smooth or complex sub-region using the
statistical characteristics of four pixels within a block boundary. And then we
classify the region into smooth region, complex region, and mixed region. This
classification is performed depending on the condition of pixel values around
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Fig. 2. Sequences with CIF decoded by MPEG-4 and results of block boundary classifi-
cation for each sequence: (a) Mother and daughter Foreman (QP=10); (b) Hall monitor
(QP=12)

block boundary. The pixel values and their mean value in each sub-region S;
and So are used to classify the region as shown in Fig. 1. If the differences of
the pixel values and their mean value in sub-region are less than Ty, the sub-
region is decided to smooth sub-region. Otherwise the sub-region is decided to
complex sub-region. The threshold value Ty = 0.5 x QP, and QP is a quantization
parameter.

If both sub-regions are decided to smooth sub-region, the region is classified
into smooth region. And if both sub-regions are decided to complex sub-region,
the region is classified into complex region. And if both sub-regions are not
decided to same region, the region is classified into mixed region. Then we detect
whether the blocking artifacts are appeared or not in smooth region. If the
difference of the pixel values at block boundary is less than T,,, we decide that
the blocking artifacts are appeared at block boundary. The threshold T, is
determined using Weber’s law. Weber’s law states that the ratio of the increment
threshold to the background intensity is a constant in 10 ~ 103cd/m? intensity
range. That is, AL/L ~ 0.02, where, AL is the increment of illumination and L
is the background intensity. So the threshold T, is determined considering the
intensity variation of mid-range intensity 127 in 8 bit and filtering complexity.

The proposed block boundary classification method classifies efficiently for
various bit rates decoded images. Fig. 2 shows that the results of the pro-
posed block boundary classification method. In this figure, white line indicate
the smooth region blcok boundaries, gray lines indicate the mixed region block
boundaries, and black lines indicate the complex region blcok boundaries.
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Fig. 3. (a) Examples of blocking artifacts in smooth region and (b) results after pro-
posed filtering

3.2 Deblocking in Smooth Region

Based on the above classification scheme, a novel post-filtering method using
simple spatial adaptive filter is proposed. For smooth regions with the blocking
artifacts, 1-D 8-tap spatial adaptive filter is used to process the block boundary
as shown in Fig. 1. The outputs of the deblocking filter are formed as

N ‘ B;

pn:pn+329n(Bs)_an:071a"'a7 (3)
where, Bs = |P5 — Py|, a, = {8,6,3,2,—2,—3, —6, —8}. The results of blocking
artifacts reduction method in smooth regions is shown in Fig. 3. In smooth
regions, the blocking artifacts seem a step-wise function, so the blocking artifacts
can be reduced by above simple scheme.

3.3 Deblocking in Complex Region

In conventional wavelet-based deblocking algorithms, all image is transformed
using 1-D or 2-D DWT. But we use 8-tap 1-D DWT so as to reduce the compu-
tational complexity. That is, 1-D DWT is performed in eight pixels near block
boundary as shown in Fig. 1.

Blocking artifacts appear as periodical discontinuities in each block boundary.
The local maxima in the first scale detect all singularities in the signals including
the blocking artifacts, which are then propagated to the second scale within the
cone of influence. The Lipschitz regularity is obtained to analyze the evolution of
the local maxima of the wavelet transform modulus across scales and this value
is used to extract irregular singularities due to blocking artifacts. That is, it has
been theoretically established that the irregular structure of a blocking artifacts
has a negative Lipschitz regularity whose modulus values increase when the
scale decreases. As such, wavelet transform modulus with a negative Lipschitz
regularity is adaptively removed using soft-thresholding method [9]. The soft-
thresholding is defined as

Wor f(l'), War f(l') > thry
T(Wa f(x)) =40, [War f(z)| < thry (4)
Wor f(l'), War f(l') < —thry

The threshold value thr; = 0.75 x QP.
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3.4 Deblocking and Deringing in Mixed Region

Because the ringing artifacts are generally appeared around edges, the ringing
artifacts are generated between smooth sub-region and complex sub-region. If
there are no edges in complex sub-region out of mixed region, complex sub-region
can be regarded as containing the ringing artifacts. So not only the blocking ar-
tifacts but also the ringing artifacts are reduced together in case of mixed region.

The blocking artifacts in mixed region are reduced in a similar manner in
complex region. And ringing artifacts are reduced by adjusting the first scale all
wavelet coefficients with a negative Lipschitz regularity as follows.

If the ith wavelet coefficient of the first scale is adjusted by the mth filter
tap coefficient k,,, m € [1,7] as shown in Fig. 1, the wavelet coefficient of be-
fore adjustment and expected wavelet coefficient of after adjustment is given as
followed equation by high pass filter (HPF) tap coefficients which are used for
inverse wavelet transform.

Pi—2 = pi—2 — 0.012(1 — kp,) (ps — Pis1)

Pi—1 = pi—1 — 0.11(1 — k) (pi — pit1)

pi = 0.66p; + 0.34p; 1 + 0.34k,, (pi — Pit1)
Pir1 = 0.66p; 41 + 0.34p; — 0.34k,, (pi — pit1)
Pit2 = pir2 + 0.11(1 — k) (pi — pis1)

Dits = Pit+s + 0.012(1 — kp,) (pi — Dit1)

The six pixel values are affected by adjusting one wavelet coefficient of the
first scale, but the other pixel values are little affected except the ith and i+1th
pixel value. From the relation of the ith and i+1th pixel values, therefore, rela-
tional equation of wavelet coefficients can be derived about k,,. And k,, can be
obtained by setting the expected wavelet coefficient War as (8).

’51‘ — ’51‘4_1 = 032(1}7 — ’UZ‘+1) + 068km(1}7 — Ui+1) (6)
War = 0.32Wai1 + 0.68k,, Wos (7)
_ War f(z) — 0.32 x War f()

0.68 x Wi f(2)

After obtaining k,,, the wavelet coefficients are adjusted using (9).

Em

Wor f(2) = ki x Wor f(2) 9)

(9) is represented the relation of expected the pixel values after adjustment
and the pixel values before adjustment. Adjustment of wavelet coefficients is
generally done at block boundary when the amplitude of Wa: f(x) is less than
thry. That is, if the amplitude of Wy f(z) is more than thry, there will be no
adjustment of wavelet coefficient. The thry is an experimental value which is
changing according to QP. In (9), Wi f(x) =0.5 x thra.
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Table 1. Experimental results for MPEG-4 decoded sequences

Average PSNR [dB]
Bit rates,
frame rates | Scauences QP| MPEG4 | VM-I8 Kim's | Proposed
decoded | postfilter | method method
News 18] 3126 3137 3131 3143
f}ikggs’ Moth. & daugh. |10 | 36.10 36.01 36.17 36.32
Hall monitor |12 | 33.60 33,60 3379 33.98
News 1| 3416 3427 33.94 3437
};iﬁbps" Foreman 30| 2843 28.53 28.57 28.53
Coastguard (29 |  26.53 2637 26.57 26.53

4 Experimental Results

To evaluate the performance of the proposed method, computer simulations were
performed using MPEG-4 VM-18 coder [2]. Each video sequence is CIF in size,
300 frames, and compressed at various bit rates. The coding mode was IPPP- - -
i.e. all frames of a sequence were coded in inter frame mode except for the first
frame which was coded as I-picture. To arrive at a certain bit rate, an appropriate
quantization parameter was chosen and kept constant throughout the sequence,
and H.263 quantization method was used.

To compare the proposed algorithm with conventional algorithms [2], [12], the
PSNR performances are presented in Table 1, Table 2, Fig. 4, and Fig. 5. In Ta-
ble 1, the proposed algorithm produced the maximum 0.38 PSNR improvement
than those of decoded sequence. In Table 2, the proposed algorithm produced
the maximum 0.81 PSNR improvement than those of decoded sequence. And
in Fig. 4 and Fig. 5, the proposed algorithm produces better results than the
performances of the VM-18 post-filter for all frames.

Table 2. Experimental results for MPEG-4 decoded infra frame sequences

Infra frame PSNR [dB]

Bit rates,

frame rates | Scauenees QP| MPEG-4 | VM-18 | Kim's | Proposed

decoded | post filter | method method

News 18| 3178 32.23 32.20 32.26
;‘Sskggs’ Moth. & daugh.[10 |  36.68 36.91 37.19 37.24
Hall monitor 12 34.86 34.80 35.31 35.44
News 11| 3485 3525 35.07 35.34
112 kbps, -
15 Hz Foreman 30 28,98 29.78 29.75 29.79

Coastguard 29 27.11 27.44 27.44 27.40
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Fig. 4. Experimental results by VM-18 post-filter and proposed post-filter method for
Hall monitor sequence decoded by MPEG-4 with CIF, 48 kbps, 7.5 Hz, QP=12
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Fig. 5. Experimental results by VM-18 post-filter and proposed post-filter method for
News sequence decoded by MPEG-4 with CIF, 48 kbps, 7.5 Hz, QP=18

The Hall monitor sequence decoded by MPEG-4 with 48 kbps, 7.5 Hz,
QP=12, and the post-processed sequences are shown in Fig. 6. The proposed
algorithm effectively reduced the blocking artifacts and preserved the original
high-frequency components. And we showed that the post-processed image by
using VM-18 post-filter [2], has the most subjective quality among the conven-
tional methods. But the blocking artifacts in complex regions and the ringing
artifacts near the edges are still remained.

And the Foreman sequence decoded by MPEG-4 with 112 kbps, 15 Hz,
QP=30, and the post-processed sequences are shown in Fig. 7. The proposed
algorithm effectively reduced the blocking artifacts and preserved the original
high-frequency components, such as edges. But, VM-18 post-filter reduced the
blocking artifacts in smooth regions, but the blocking artifacts in complex re-
gions are still remained.
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() (d)

Fig.6. (a) The Hall monitor sequence decoded by MPEG-4 with 48 kbps, 7.5 Hz,
QP=12, and post-processed sequences by (b) VM-18 deblocking filter method, (c)
VM-18 deblocking and deringing filter method, and (d) proposed method

5 Conclusions

We propose a hybrid deblocking algorithm that can remove blocking and ringing
artifacts from signals by spatial adaptive filtering and estimating the Lipschitz
regularity in wavelet domain. The proposed method classifies the block bound-
ary into smooth region, complex region, and mixed region in spatial domain
and detects the blocky region which includes the blocking artifacts in smooth
region. Spatial adaptive filtering is processed to reduce the blocking artifacts
in smooth region with the blocking artifacts. For complex or mixed region, the
Lipschitz regularity is obtained to analyze the evolution of the local maxima of
the wavelet transform modulus across scales and this value is used to extract ir-
regular singularities due to blocking and ringing artifacts from the multiscales in
a signal. These irregular singularities are adaptively removed. Experimental re-
sults confirmed that the proposed algorithm can reduce the presence of artifacts
and preserve the edge details.
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SIEMELS

-

(c) (d)

Fig. 7. (a) The Foreman sequence decoded by MPEG-4 with 112 kbps, 15 Hz, QP=30,
and post-processed sequences by (b) VM-18 deblocking filter method, (¢) VM-18 de-
blocking and deringing filter method, and (d) proposed method
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Abstract. In in-band wavelet video coding schemes, motion prediction is
applied in the spatial subband domain. Compared to motion prediction in full-
resolution image domain, in-band schemes suffer coding performance loss at
full resolution. One reason is that signals of the subband at low resolution are
predicted from the reference frames at low resolution, which has comparatively
low quality. However, if signals of the subband at high resolution are involved
in the prediction of signals at low resolution, mismatch will occur in decoding
low-resolution video when the corresponding signals of high resolution are not
available at the decoder. This paper first analyzes the mismatch error
propagation when low-resolution video is decoded. Then based on the analysis
we propose a frame-based cross-resolution leaky prediction scheme for in-band
wavelet video coding to make a good trade-off between reducing mismatch
error of low resolution and improving coding performance of high resolution.
Experimental results show that, the proposed scheme can dramatically reduce
the mismatch error by about 0.3~2.5dB at different bit rates for the low
resolution, while for the high resolution, the performance loss is marginal.

1 Introduction

As many video communication applications take place in heterogeneous environment,
the scalability of a video codec becomes an important feature besides coding
efficiency. The video bitstream generated by the encoder should adapt to various
bitrates, spatial resolutions and frame-rates according to the bandwidth of the
network, storage and computation capability of a specific device.

3D wavelet video coding schemes with lifting-based motion compensated temporal
filtering (MCTF) have been investigated by many scholars because its inherent
scalable property as well as the embedded entropy coding technique can readily
achieve spatial, temporal and SNR scalabilities simultaneously. Generally speaking,
these schemes can be divided into two categories. The first is to perform MCTF on
the input video sequence directly in full-resolution spatial domain before spatial

* This work has been done while the author is with Microsoft Research Asia.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 156—167, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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transform, which is often referred as spatial domain MCTF (SDMCTF) [1], [2], [3],
[4]. The second is to perform MCTF in subband domain after spatial transform, which
is often referred as in-band MCTF (IBMCTF) [6], [7], [8], [9], [10]. SDMCTF
scheme generally has high coding performance at full resolution. But it is not very
suitable for spatial scalability. This is because the temporal transform in SDMCTF is
applied in image domain at the encoder, while the inverse temporal transform is
applied in subband domain when decoding low-resolution video. This mismatch
keeps the quality of decoded low-resolution video from further improvement.
Recently, IBMCTF scheme have attracted more attention because of direct support of
spatial scalability and flexible coding framework.

Fig.1(a) shows the generalized block diagram of in-band wavelet video coding
schemes. The spatial wavelet transform is firstly applied to original video sequence,
which generates multiple spatial bands. Fig.1(b) illustrates the case of one-level
spatial transform, where L/H means low-pass/high-pass band. Then temporal
transform is used to exploit the temporal correlation within each spatial band. For
each temporal band of a certain spatial band, the spatial transform can be further
employed to exploit the spatial correlation. In the process of entropy coding, the
residual coefficients of each spatio-temporal band are coded independently so that the
server can easily drop unnecessary spatio-temporal bands according to the spatio-
temporal resolution requested by the client. For example, spatial scalability can be
achieved by just decoding LL band and dropping other three bands.

MCIF 1

2D Spatial
SBand 1
by Temporjd% ) Wavelet ) Etltrf)py
decomposition D sition Coding

ﬁ

Video D oo MV & Mode
Frames 2D Spatial timation Coding Bitstream
> Wavelet [ —
mposition| [
MCTFn
SBand n T " 2D Spatial o
L emporal ) Wavelet —Pp oy 1L HL
decomposition Decomposition Coding
Motion MV & Mode 1LH HH
Estimation Coding
(@) (b)

Fig. 1. (a) In-band wavelet video coding scheme (b) one level 2D spatial wavelet transform

Although IBMCTF scheme can easily support spatial scalability, its coding
performance is inferior to SDMCTF scheme at full resolution. One reason is that the
motion estimation/compensation (ME/MC) in subband domain is not as efficient as
that in original image domain because of the shift-variance of wavelet transform. To
solve this problem, Park and Kim proposed low band shift method (LBS), which can
do the ME/MC more efficiently with the over-complete form of reference frames [5].
Based on LBS method, Schaar et al employed the interleaving algorithm for the over-
complete wavelet coefficients of the references to get an optimized sub-pixel
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interpolated references for in-band motion estimation and motion compensation,
which leads to a similar full-resolution performance to SDMCTF schemes[7], [8].
These technologies enable cross-band dependency to be used. In [5], [6], [7], [8], [10],
the predictions of HL, LH, HH bands are performed with LL band. And [9] shows
that HL, LH, HH bands can also involved in the prediction of LL band.

The coding efficiency of each spatial band can be improved with over-complete in-
band ME/MC. However, if the temporal filtering in the spatial low-pass band does use
data from the spatial high-pass bands, it will bring serious mismatch error when
decoding low-resolution video since the corresponding high-pass bands are not
available at the decoder. In this paper, we first analyze the mismatch error
propagation along the lifting structure when low-resolution video is decoded. Then
based on the analysis we propose a frame-based cross-resolution leaky prediction
scheme for in-band wavelet video coding to make a good trade-off between the low-
resolution mismatch error and the full-resolution coding performance. Different from
[9], we use a frame-based scheme which is simple but effective, and the tradeoff is
different for different level of temporal transform based on our analysis.

The rest of this paper is organized as follows. In section 2, we analyze the influence
of cross-resolution prediction in in-band wavelet video coding and discuss its pros
and cons. Section 3 introduces the proposed cross-resolution leaky prediction scheme
for in-band wavelet video coding. In section 4, experimental results will be presented
and discussed. Section 5 concludes this paper.

2 Cross-Resolution Prediction Analysis

In this section, we discuss the influence of cross-resolution prediction in in-band
wavelet video coding. Generally, cross-resolution prediction can improve the coding
efficiency of full resolution. However it may also bring mismatch error when low-
resolution video is decoded. Although one-level spatial scalability is considered in
this section, the analysis and the conclusion can be easily extended to multi-level
spatial scalability.

2.1 Cross-Resolution Prediction

In in-band wavelet video coding, after spatial transform, each spatial band
corresponds to one resolution of the video. For example, if the full resolution is of
CIF size, then in Fig. 1(b), LL band is at QCIF resolution. Other three bands are of
QCIF size, but they are used for reconstruction of CIF resolution video, so we think
they are at CIF resolution. After spatial transform, usually lifting-based MCTF is
applied as the temporal transform, which has two steps: prediction and update. In
prediction, spatial bands of neighboring frames are used to predict the bands of the
current frame. Cross-resolution prediction means that when coding a spatial band,
which belongs to a specific resolution, can use information from other resolution to
form the prediction. It can be done by generation of the band’s reference using over-
complete wavelet video transform. Fig. 2(b) shows the process to generate LL band’s
reference with the information from LL, LH, HL, and HH bands. Here, IDWT and
ODWT operation actually act as a half-pixel interpolation. By comparison, the
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process to generate LL band’s reference without utilizing the other bands’ information
is shown in Fig. 2(a). In this paper, we also call the reference in Fig. 2(a) low quality
reference and the one in Fig. 2(b) high quality reference because the quality of the
reference can be improved much with other bands’ information, which leads to the
improved coding efficiency.

1/4 -pixel low

LL —> interpolate —> interpolate .
quality reference

(a)
+LH, Over . .
HL,HH complete LL 1/4 -pixel high

LL —> IDWT —> ODWT——> interpolate > quality reference

(b)

Fig. 2. Generation of (a) low quality reference w/o cross-resolution prediction and (b) high
quality reference w/ cross-resolution prediction, where IDWT and ODWT denote inverse
discrete wavelet transform and over-complete discrete wavelet transform respectively

At the decoder, when low-resolution video is demanded, only LL band is obtained.
So Fig. 2(a) is used to form the reference. If the encoder uses high quality reference
for the prediction of LL band, there will be mismatch error when decoding low-
resolution video. So basically using high quality reference for the LL band favors
coding efficiency at full resolution, but it degrades low-resolution performance
meanwhile.

For the HL, LH and HH bands, they can use other bands’ information (e.g. LL
band) to generate references without bringing any mismatch. Because when the
decoder gets HL, LH and HH bands, it means that full resolution video is decoded. In
this case all other bands should also available at the decoder. So our scheme always
uses the method in Fig. 2(b) to generate references for spatial high-pass bands, both at
the encoder and at the decoder.

2.2 Mismatch Error Propagation Along the Lifting Structure

In this sub-section we focus on the mismatch error propagation along the lifting
structure for decoding video at the low resolution. As described above, when low-
resolution video is decoded, using high quality reference for LL band’s prediction
brings mismatch error. Assume that N -level temporal filtering is used within each

spatial band. Let {1’} denote the sequence of the LL band after one-level spatial
transform. {7} and {[—{f } denote the temporal low-pass sequence and high-pass
sequence after i -level (;=1..,N) temporal filtering. {Z‘”" } and {[i"} are the

corresponding temporal reconstructed low-pass and high-pass sequences. Fig. 3
shows the lifting structure of the temporal filtering of LL band at the encoder and the
decoder for low resolution with 5/3 filter. In the figure, the three joint blocks denote
three high-pass bands used for the temporal filtering of LL band.
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L)’

Predict

(b)

Fig. 3. The lifting structure of two-level temporal filtering for low resolution with 5/3 filter (a)
is for the encoder and (b) is for the decoder

When decoding the low-resolution video, the decoding distortion consists of two
parts - quantization error and mismtach error. Assume that quantization error and
mismatch error are independent with each other. We can analyze the mismatch error
independently at the decoder. Since the update step in the lifting has less effect on the
MCTF of LL band compared with the predict step, the spatial high-pass bands are not
used during the update step. So it does not bring the mismatch error. At the decoder,
for each level of temporal synthesis, the update step is first used to reconstruct the
frames with even index, followed by the predict step to reconstruct the frames with
odd index. Because the mismatch error only comes from the predict step, after each
temporal synthesis of LL band at the decoder, odd-index frames suffer more from the
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mismatch. When the reconstruction of the frame needs more prediction steps, the
mismatch error of the reconstructed frame will be more and the quality of the
reconstructed signal will be worse. The thick lines in Fig. 3 show the propagation of
the mismatch error caused by the reference mismatch between the encoder and the
decoder.

In the following, we analyze the propagation of the mismatch error which comes
from the predict step along the lifting structure. When decoding low-resolution video,
all three high-pass bands are not available at the decoder. At the decoder, after each
level temporal synthesis, we have equations (1), (2) for decoding at low resolution
and (1),(3) for decoding at full resolution.

L

i _ 7 it 5ot o5 i+l
2n _Lu _U(Hn—l ’Hn+l )

Iy i i 1 Iy i rY i .
UH - H +l) :Z((MC(HH B MV, )+ MC(H, +17Mv2n7>2n+] ) i=0,..,N-1 (1)

n-1

L2n+l' =Hni+] +P(Z2niazzn+zl)
s - I . .
P(L,, Ly, )= EMC(RI (Ly, )y MV 00) + EMC(RI (Lyiz > MV pin) 1=0,, N =1 (2)
Zz;mi = ﬁnm + P(Zlni’zln+2i)
(3)

N - 1 = .
P(L,, ,L,,, ):EMC(R/,(LL; ) MVZU+]—>2n)+EMC(R/1(L271+2 )MVt 0nin) 1=0,, N =1
Where, P() and U() denote the prediction and update step. R () and R,() are

the operations generating the low quality reference and the high quality reference
respectively. M(() means motion compensation process that generates the current

frame’s prediction from its consecutive frame. py  and ppy  are the sub-pixel

motion vectors from an even frame to the forward and backward adjacent odd
one.

We define the error between the high quality reference and the low quality
reference as A,(n)=1\’,(l,,i)—1\’,,(l1,i),i=(l-.-N—1 . Assume that the errors

A,(n)(n=12,..;i=0,..N-1) are independent with each other. We can use linear
combination of the variance g?(n) of the error A (n) to describe the mismatch
distortion of one given frame. Without considering the quantization error, the received
sequences {H '} and {L} at the decoder are the same as the coded sequences (H')
and {[ﬁN }. So at the decoder the mismatch error for reconstructing the sequences {H '}
and {L,IN } is equal to 0. According to the equation (1), (2) and (3), if low resolution

video is decoded, the mismatch error for each level temporal synthesis can be
recursively described as follows.
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Where, D,i denotes the mismatch distortion for reconstructing the frame L’; and in the

derivation, we assume MR (L, )-R,(L).MV)~R (L") —R,(L,)-

The above equations show that the mismatch error at the higher temporal level will
affect all of the lower level temporal synthesis when decoding the low resolution
video. Considering the propagation of the errorA ,  (2n)at the N—I-temporal level,

after one level temporal synthesis, this error will affect the quality of two
reconstructed frames. After two-level synthesis, there would have six reconstructed
frames affected by this error. After N-level synthesis, there will be ’fzm_ »

j=0
reconstructed frames affected by the error. The total distortion caused by this error
can be written as follow.

N-1

TotalD ,,_,(2n) = NZI 2V ) (1) o 2ny =Y (1) oy (2n) )

Jj=0 j=0
Substitute N —1with m(0<m < N —1)in the equation (4) and we can get the total

mismatch distortion came from the error A, (2n)at the m" temporal level as follow.

TOl‘Llle (2n) = 22(»17]41) % (%)Z(ijﬁ)o.’i (2n) 0<m<N-1 (5)

=0

From equation (5), we can see that the error at higher temporal level will
deteriorate more reconstructed LL band frames’ qualities and the total distortion
caused by it will be more for decoding at the low resolution.

3 Cross-Resolution Leaky Prediction

For in-band wavelet video coding with spatial scalability, when spatial high-pass
bands are used for the motion compensation of spatial low-pass band, the coding
efficiency at full resolution can be improved. However, this will bring mismatch error
for decoding low-resolution video. To make a good trade-off between reducing the
mismatch error for decoding at low resolution and improving the coding efficiency at
full resolution. We proposed a frame-based leaky motion compensation scheme for
in-band wavelet video coding. Actually leaky prediction is an efficient technique for
reducing mismatch errors. References [11], [12], [13], [14] have shown that leaky
prediction is very useful in DCT-based SNR scalable video coding. In our scheme,
when encoding the spatial LL band, the difference between the high quality reference
and the low quality reference will be attenuated by a leaky factor. The high quality
reference will be partly used to form a better reference frame of LL band. For spatial
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high-pass bands, the high quality references are always used for motion compensation
at both encoder and decoder. Supposing that the N-level temporal filtering is used, the
leaky motion compensation can be described as follow.

At the encoder we have equations (6) and (7):

H =L, =P, +1,.)
i1 i i 1 i i
Ly, Ly, ) = S MAA=G)XR (L, )+ 0 xR (L) MV )+ MAA=0)XR (L) + 0 XR Ly MY, ) (6)
i=0,..N-1

i+l i+l

LY=L, +UH, " +H,"

n-1

U H i+l ity 1 i+l i+l (7)
(H, "+ H ) = (MCH, 7 MYy, )+ MCH, 5 MYy, 1))

Where, a(0< e, <1) is the leaky factor for the i level temporal filtering. At the

decoder, we have equations (1), (2) for decoding low-resolution video and equation
(1), (8) for decoding full-resolution video.

L. =" +ML, +L,.,)

== 51 = = 1 P P
P(L, L) = S MO =) XR(D, ) + 0 XR (D). MY,y ,) + 5 MO = @)X R, )+ 6 X R (L) MYaye1 ) ®)

.....

analysis in section 2, when the multi-level temporal filtering is applied, the mismatch
error of reconstructed signal will be greatly attenuated level by level. The total

mismatch distortion came from the error A, (2n)at the m"™ temporal level will be

reduced as follow.

Totale(Zn) — ZZ(m—jH) X(%)Z(m—,/#l) .aj e, 0-31 (2n) 0<m<N-1 (9)
j=0

The selection of each leak factor ,, is a critical issue to achieve a good tradeoff. If
the value of ,, is close to 1, more information of high-pass band is used for a certain

level temporal motion compensation of LL band, which leads to the best coding
efficiency and on the same time, the less mismatch error reduction. On the other
hand, for a that is close to zero, the mismatch error reduction is enhanced

significantly at the cost of the reduced coding efficiency. According to the analysis
in section 2, the error at the higher level temporal filtering will propagate to the
lower level one. Meanwhile, for high level temporal filtering, the improvement of
coding performance is not significant with the additional spatial high-pass bands
because in such case, the subband frames to be decomposed have long time distance
thus small dependency. So the leaky factor at the higher temporal level should be
less than that at the lower temporal level. That is, at the higher temporal level, the
less information of spatial high-pass bands is used for the motion compensation of
LL band.
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4 Experiment Results

Based on MPEG scalable video coding (SVC) reference software for wavelet ad-hoc
group [15], [16], we test our proposed scheme. Fig. 4, 5 and 6 present the experiment
results for foreman sequence (300 frames), bus sequence (150 frames) and mobile
sequence (300 frames) in CIF format with different schemes. In the experiments, each
sequence is first decomposed into four spatial bands with 9/7 filter and four-level
temporal filtering with 5/3 filter is used with each spatial band. The high quality
references are always applied to the motion compensation of three high-pass bands
for all schemes. Scheme I denotes the scheme that the low quality interpolation
reference is used for motion compensation of LL band. Scheme II denotes the scheme
that the motion compensation of LL band is done with high quality interpolation
reference. Scheme III and scheme IV are our proposed leaky motion compensation
scheme with the different value of ¢ , . In these figures, the decoded sequence named

“foreman_qcif_7.5Hz” means that the bit-stream of “foreman” sequence is decoded
with image size of qcif at frame rate of 7.5 frames per second.
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Fig. 4. The performance of the leaky motion compensation for foreman sequence
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Fig. 6. The performance of the leaky motion compensation for mobile sequence
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In scheme I, the high-pass band information is not used for the motion
compensation of LL band. It is equivalent to the case that all leaky factors are set to
zero in our proposed scheme. This scheme has no mismatch error for decoding at low
resolution video while it has the lowest coding efficiency for decoding at full
resolution. So in the figure, it is obvious that this scheme has the best low-resolution
performance but the worst high resolution performance. In scheme II, the information
of all the high-pass bands is used for the motion compensation of LL band. It is
equivalent to the case that all leaky factors are set to unity in our proposed scheme.
This scheme has the most mismatch error for decoding low-resolution video while it
has the highest coding efficiency for decoding at full resolution. In scheme III, the
selection of leaky factor for different temporal level does not consider the propagation
of mismatch error from the higher level to the lower level. The ¢, for all four level

temporal decompositions is set as 0.5 in the experiments. In scheme IV, the mismatch
error propagation is considered when selecting the leaky factor for different temporal
level. In the experiments, the g . is set to be 0.5, 0.4, 0.3 and 0.2 for different

temporal level respectively. Showed in these figures, our proposed leaky motion
compensation scheme can achieve a good tradeoff between the mismatch error and
the coding efficiency when the proper leaky factor is selected. Compared with the
scheme III in which the same leaky factor is used for different temporal level, the
scheme IV can achieve a better tradeoff, which verifies our analysis and our proposed
scheme’s effectiveness.

5 Conclusion

In this paper, we analyze the propagation of the mismatch errors for decoding low-
resolution video when the information of spatial high-pass bands is used for the
motion compensation of spatial low-pass band in the existing in-band schemes.
Furthermore, we proposed a cross-resolution leaky prediction scheme for in-band
video coding with spatial scalability. According to the analysis, the proper leaky
factor for each level of temporal filtering can be selected to achieve a good tradeoff
between the mismatch error of low resolution and the performance of full resolution.
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Abstract. In this paper, we propose an efficient 4x4 intra prediction mode deci-
sion method for the complexity reduction of H.264 video coding. Based on the
observation that a good prediction could be achieved when local edge direction
of a block is in the same direction as the intra prediction mode, local edge direc-
tion of block is obtained in transform domain to filter out majority of intra pre-
diction modes. By filtering out majority of intra prediction modes, we only have
to consider a candidate set of most highly probable 4x4 intra prediction modes
for which the rate distortion optimization process should be performed. Ex-
perimental results show that the proposed method can achieve a considerable
reduction of computation while maintaining similar PSNR and bit rate.

1 Introduction

1.1 Background

The H.264/AVC [1,2] is the newest video coding standard developed by ITU-T Video
Coding Experts Group (VCEG) and ISO/IEC MPEG Video Group named Joint Video
Group (JVT). H.264 is intended for use in a wide range of applications including high
bitrate application such as HDTV broadcasting and low bitrate applications such as
video delivery to mobile devices. The high coding efficiency of H.264, that gives
perceptually equivalent video quality at much less bitrate compared to traditional
video coding standards such as MPEG-2 [3], is expected to encourage TV and inter-
net broadcasters to fast adopt the new H.264 video coding technology.

The dramatic bandwidth saving of H.264 is not a result of a single feature but a
combination of various advanced features. Some advance features of H.264 include
4x4 integer DCT, intra prediction in I-frame coding, quarter-pixel motion compensa-
tion, multiple reference frames and multiple block size for P-frame. However, these
advanced features makes H.264 video coding more complex and computationally
heavy. Recently, various researches are currently being made to cope with these ad-
vanced features to develop efficient H.264 encoding systems. In order to optimize
H.264 video coding, a number of researches have been made to explore fast algo-
rithms in motion estimation known to be the most time consuming in H.264 encoding
[4-7]. These algorithms achieve significant time saving with negligible loss of coding
efficiency. In [7], a fast inter mode decision method is proposed by selecting a small
number of inter modes subject to rate distortion optimization based on the

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 168 —178, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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homogeneity and stationarity of the video objects. Using the above fast motion esti-
mation techniques to reduce the complexity, techniques for intra prediction can also
contribute to a even less complex and computational encoding in H.264. In this paper,
we propose a method for efficient intra prediction mode decision in transform domain

for H.264.

1.2 Intra Prediction Mode Decision

The H.264 video coding standard supports intra prediction for various block sizes. In
case of 4x4 luminance block, a total of nine prediction modes are defined using
neighboring pixels of reconstructed blocks. The prediction block is calculated based
on the samples labeled A-M as shown in Fig. 1.

Blrfo]u]

—
{1
o

> e |o

Fig. 1. Labeling of prediction samples
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Fig. 2. Directions of intra prediction modes

For example, mode 2 is called DC prediction in which all pixels (labeled a to p) are
predicted by (A+B+C+D+I+J+K+L)/8. The mode 0 specifies the vertical prediction
mode in which pixels (labeled a, e, i and m) are predicted from A, and the pixels (la-
beled b, f, j and n) are predicted from B, and so on. The remaining modes are defined
similarly according to the different directions as shown in Fig. 2. Note that in some
cases, not all of the samples above and to the left are available within the current
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slice: in order to preserve independent decoding of slices, only samples within the
current slice are available for prediction. DC prediction (mode 2) is modified depend-
ing on which samples A-M are available; the other modes (mode 1-8) may only be
used if all of the required prediction samples are available (except when E, F, G and
H are not available, their value is copied from sample D).

Fig. 3 illustrates the conventional transform domain intra prediction mode decision
method for H.264 video coding [8, 9]. Although, the intra prediction process is by
nature a pixel domain operation, computational savings can be achieved by perform-
ing the intra prediction process in transform domain by taking advantage of the fact
the several intra prediction modes can be efficiently calculated. However, it resorts on
using an exhaustive full search (FS) method to achieve rate-distortion optimization
(RDO), which generates and encodes the video for all 9 intra prediction modes and
selects the optimal prediction mode that minimizes the distortion and resulting bit rate
at the same time.

DCT
input

bit rate
Select mode
Compute

with >
Lagrange Cost .
A minumium Cost

»N
[N
A 4

Intra Vv +
. . Compute
Prediction #C) > N P .
. distortion
(Transform domain) + 7'y

L‘E

Fig. 3. Conventional intra prediction mode decision method

The H.264 integer DCT coefficients are subtracted by the intra predicted signal gen-
erated in transform domain and are subject to quantization to compute bit rate. The
quantized coefficients are then subject to dequantization and compensation for recon-
struction. The distortion is then computed between the reconstructed and the input block
directly in transform domain. The coding mode that yields the minimum Lagrange cost
then selected from the computed rate and distortion for RDO [10, 11]. Although the full
search method can find the optimal prediction mode, it is computationally expensive.
Therefore an efficient intra prediction mode decision method is needed.

Several researches [12, 13] have been made to reduce the number of possible pre-
diction modes for which the RDO should be performed, but they rely on pixel domain
operation and cannot be used in video transcoding systems [14, 15] conducted directly
in transform domain. To our knowledge, no researches have yet been made in reduc-
ing the number of possible prediction modes directly in transform domain. In this
paper, we propose a simple and yet effective intra prediction mode decision method
based on local edge direction directly computed in transform domain. The proposed
method filter outs the majority of intra prediction modes such that we only have to
consider a candidate set of most probable 4x4 intra prediction modes for which the
RDO should be performed.
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The rest of this paper is organized as follows. Section 2 introduces our proposed
intra prediction mode decision method. In order to show the effectiveness of the pro-
posed method, the experimental results are provided in Section 3. In Section 4, the
conclusions are drawn.

2 Proposed Intra Prediction Mode Decision

2.1 Local Edge Feature Extraction in Transform Domain

To compute the local edge direction of a 4x4 block, the block is divided into four
non-overlapping 2x2 subblocks. Let us label the sub-blocks from 1 to 4 as in Fig. 4.
Then the average luminance values A, for the k™ sub-block is computed.

A

Q INTEE

\ 3

Fig. 4. Sub-blocks and their labeling

Using the average luminance values A; (k=1,2,3,4), the local edge strength in the
horizontal and vertical direction can be obtained using the horizontal edge fea-

ture £ and vertical edge feature E** defined as follows:
E"™ =A+A —(A+A,),
E"" =A+A,—(A+A).
The equation (1) can be rewritten in terms of the pixel values as follows:

2 4
Hor __
ET = ZZ[XLJ _xi+2,.i]’

i=l j=I 2)

E" = Z Z [x[,j i j2 ]’

j=1 =l

(D

8}
IS

where Xx, j denotes the pixel value at the /" row and /" column of the block X .

In order to obtain E and E"* in transform domain, let us define the 2-D integer
transform in H.264 as

X = TxT", 3)

where

“4)
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From equation (2), we can derive the following equation

H=xT'=T"X, 5)
where
025 02 025 0.1
T — 025 01 -025 -0.2
025 -0.1 -0.25 0.2
025 -02 025 -0.1

(6)

Let us define H ; to be the value of the element at i row and first column of matrix

H. Then, H, (i=1,2, 3, 4) can be represented as

M-

H, =Y x =0.25X,,+0.2X,,+0.25X,, +0.1X,,

-
T

| =0.25X,,+0.1X,, —0.25X,, 02X,

e

[
M-
Rel

) (M

-
T

T

I
Nl
=

| =0.25X,,-0.1X,, ~0.25X,, +0.2X,

-
T

H,= Xy

M-

=0.25X,,-0.2X,, +0.25X,, —0.1X,,

-
T

where X, l,is the coefficient at the i row and j” column of X .

Using equation (7), the horizontal edge feature E™

rewritten as

in equation (2) can be
. 2 4
E™ :ZZ[xi,j_xi+2,j:| 8)
=

i j=1

=H,+H,-H,—H,=06X,, -02X,,.

Similarly the vertical edge feature E'* may be computed by expressing equation (3)
as

V=Tx=XT", )
where
025 025 025 025
T = 0.2 0.1 -0.1 -0.2 . (10)
0.25 025 -0.25 0.25
0.1 02 02 -0.1

Let us define vV, to be the value of the element at first row and j” column of the

matrix V . Then, Vj (=1, 2, 3, 4) can be represented as
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Il
.1\4J>

V=Y x,=025X,,+0.2X,,+0.25X,,+0.1X,,

=
I
M-

x,=025X,,+0.1X,, -0.25X,, —0.2X, ,

1

, (11)

V,=Y x,=025X, -0.1X,, -0.25X,, +0.2X, ,

i3

Il
'MA

V,=Y x,=025X,,-02X,,+0.25X,, -0.1X,

Il
-M‘>

where X, ].is the coefficient at the i row and j” column of X .
Using equation (11), vertical edge feature E'*’ in equation (2) can be rewritten as

2 4
E" =33 %,=% 0] (12)

j=1 i=1

=V, +V, -V, -V, =0.6X,,-02X,,.

Therefore, the local horizontal edge feature E™ and vertical edge feature E' can
be computed directly in transform domain using equation (8) and (12). However, to

avoid floating point operations, we use E”” and E"* value scaled by 5 since (8) and
(12) can be rewritten as

E™ = 4X2,1 =X, =X,
E" =4X,-X,,-X

and computed using only addition and shift operations.

(13)

127 D14

2.2 Intra Prediction Mode Decision Using Local Edge Features

In order to achieve RDO, conventional transform domain intra prediction mode deci-
sion method, as previously shown in Fig. 3, uses full search (FS) method to evaluate
the Lagrange cost of all nine 4x4 intra prediction modes and select the prediction
mode that yields the minimum cost. Therefore, the computation of rate-distortion
optimized intra prediction mode decision is computationally expensive. Fig. 5 illus-
trates the block diagram of our proposed method.

Compared to the conventional transform domain intra prediction mode decision
method that uses full search (FS) method, our proposed method pre-selects a candi-
date set of most probable 4x4 intra prediction modes in transform domain such that
fewer intra prediction modes are examined for RDO. Particularly, the most probable
4x4 intra prediction modes are selected based on observation that good prediction
could be achieved when local edge direction of a block is in the same direction as the

intra prediction mode. The edge direction of a 4x4 block is determined from the hori-

zontal edge feature E™ and vertical edge feature E* computed directly in trans-

form domain from equation (13), and a candidate set of most probable intra prediction
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modes is selected depending upon each edge direction as summarized in Table
where T is an empirical threshold value.

input Z\‘( d bit rate E
1 A :
E Candidate intra Selet.:t mode _E'
! prediction mode L wllth !
| minimimum Cost|,
E Intra v + c " E
! . 4 Prediction ;() > a orgputz.e !
! (Transform domain) + istortion H
! w L :
Fig. 5. Proposed intra prediction mode decision method
Table 1. Candidate modes for intra prediction based on E”*" and E"*"
S .. Candidate
Edge Direction Condition
Modes
No Edge [E™|<T |E"|<T 2
Vertical l l " | <1 |E*| 2T 0.2
Horizontal || | [E"™|2T.|E"|<T 12
Dlagonal “// ‘Ellor _‘EVM <T,E" xE" >0, ‘Ellur >T, ‘E‘/er >T |32
down/left
D1ag0n.al \\X‘ ‘EHm _‘EV[‘I <T,E"™ xE" <0, ‘EHm >T, ‘EVN >T 4’2
down/right
i /
Horizontal S| |- |E > e > T | > T 461832
dominant N
Vertical or -
! N ||| |E| > T | B 2 T | B 2 T 3,7,0,5,4,2
dominant

In Table 1, the DC prediction mode 2 is considered in all cases, since it has higher

possibility to be the best prediction mode than the other 8§ modes due to the observa-

tion that a typical 4x4 block contains a smooth texture due to its small block size. In

case of vertical, horizontal, diagonal down/left and diagonal down right edges, only
the mode 0, mode 1 mode 3 and mode 4 are considered, respectively. In case of hori-
zontal dominant edge, the modes 4, 6, 1, 8 and 3 that are directed in the horizontal
direction are also considered. Similarly, modes 3, 7, 0, 5 and 4 that are directed in the
vertical direction are also considered in case of vertical dominant edge.
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Fig. 6 illustrates the flow chart of the proposed intra prediction mode decision
method. For each block, the horizontal edge feature E™ and vertical edge feature
E" are obtained in transform domain to obtain the candidate intra prediction modes
as described in Table 1. For each candidate intra prediction modes, we generate a 4x4

prediction signal and calculate the Lagrange cost. Then we choose the mode with
minimum Lagrange cost within in the selected candidate intra prediction modes.

Calculate Horizontal edge feature EFr and
Vertical edge feature EVer

Y

Obtain candidate intra prediction modes
based on E#* and E'e"

-«

No
All candidate intra prediction

modes examined?

Generate intra prediction signal
according to a mode

Y

Calculate cost of an intra prediction mode

Y

Proceed to next
candidate intra prediction mode

Choose intra prediction mode |
with minimum cost

End
Fig. 6. Flow chart of proposed intra prediction mode decision method

3 Experimental Results

3.1 Environment of the Experiment

To evaluate the performance of the proposed method, our proposed method was im-
plemented into H.264/AVC reference software JM9.4 [16] and tested with various
Quantization Parameters Q,. Four well known image sequences with different resolu-
tions were used as test materials. Specifically, the image sequences “coastguard” and
“container” in QCIF (176x144) resolution and image sequences “garden” and “foot-
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ball” in CIF (352x240) resolution were used. For each sequence, 100 frames were
encoded with GOP structure of only I pictures and the threshold in Table 1 was set to
T=64.

3.2 Performance Evaluation of the Proposed Method

Tables 2,3,4 and 5 show the tabulated performance comparison of our proposed with
the full search method for different image sequences described above. In these tables,
the total bits, average PSNR per frame, and the complexity, in terms of the total num-
ber of 4x4 intra prediction modes examined for RDO, was computed. Note that, the
negative values in these tables show decrease in value. Experimental results of the
proposed method show a significant reduction of computation in between 48.57% and
66.11%, a slight increase in bit rate in between 0.49% and 3.82%, and similar PSNR

in comparison with full search method.

Table 2. Results on QCIF test sequence “Coastguard”

0, Method Total Bits PSNR (dB) COMPLEXITY
FS 13568704 52.715 1381500
8 Proposed 13898992 52.713 643489
A Improved 2.43% 0.00 dB -53.42%
FS 8256896 45.710 1381500
16 Proposed 8425438 45.704 643489
A Improved 2.04% -0.01 dB -53.42%
FS 1906952 32.317 1381500
32 Proposed 1972043 32.299 643489
A Improved 3.41% -0.02 dB -53.42%
FS 370976 25.488 1381500
44 Proposed 380488 25.483 643489
A Improved 2.56% 0.01 dB -53.42%

Table 3. Results on QCIF test sequence “Container”

0, Method Total Bits PSNR (dB) COMPLEXITY
FS 11501016 52.830 1381500
8 Proposed 11784131 52.829 468253
A Improved 2.46% 0.00 dB -66.11%
FS 6691744 46.333 1381500
16 Proposed 6794975 46.306 468253
A Improved 1.54% -0.03 dB -66.11%
FS 1668184 34.170 1381500
32 Proposed 1731955 34.182 468253
A Improved 3.82% 0.01 dB -66.11%
FS 470496 26.210 1381500
44 Proposed 487768 26.171 468253
A Improved 3.67% -0.04 dB -66.11%
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Table 4. Results on CIF test sequence “Garden”

0, Method Total Bits PSNR (dB) COMPLEXITY
FS 84799088 52.733 4669500
8 Proposed 85912782 52.731 2356845
A Improved 1.31% 0.00 dB -49.53%
FS 48544744 45.907 4669500
16 Proposed 49401140 45.896 2356845
A Improved 1.76% -0.01 dB -49.53%
FS 16379992 31.034 4669500
32 Proposed 16655477 31.023 2356845
A Improved 1.68% -0.01 dB -49.53%
FS 4482248 21.713 4669500
44 Proposed 4504368 21.670 2356845
A Improved 0.49% -0.04 dB -49.53%
Table 5. Results on CIF test sequence “Football”
0, Method Total Bits PSNR (dB) COMPLEXITY
FS 62409520 52.712 4669500
8 Proposed 63658991 52.714 2401366
A Improved 2.00% 0.00 dB -48.57%
FS 37392088 45.680 4669500
16 Proposed 37864040 45.674 2401366
A Improved 1.26% 0.01 dB -48.57%
FS 9232936 31.385 4669500
32 Proposed 9422368 31.363 2401366
A Improved 2.05% -0.02 dB -48.57%
FS 2028280 24.575 4669500
44 Proposed 2080043 24.533 2401366
A Improved 2.55% -0.04 dB -48.57%

4 Conclusion

177

In this paper, an efficient 4x4 intra prediction mode decision method for H.264 video
is proposed based on the local edge direction of a block efficiently computed in trans-
form domain. The proposed method filter outs the majority of intra prediction modes
such that we only have to consider a candidate set of most probable 4x4 intra predic-
tion modes for which the RDO should be performed. From the experimental results,
we can see that the proposed method can achieve a considerable reduction of compu-
tation complexity while maintaining similar bit rate and PSNR. Our proposed method
can also be applied to a transcoding system conducted in transform domain where the
4x4 transform coefficients of H.264 are directly computed from heterogeneous video
coding formats. As future work, we are currently working on methods to extend our
proposed method to 16x16 and 8x8 intra prediction modes.
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Abstract. In the joint scalable video model (JSVM), selection of quantization
parameters for mode decision (QPMD) and bit rate control (QPBC) is important
for efficient coding performance. For quality (SNR) scalability, QPMD is ad-
justed only to the base layer QPBC in JSVM. Thus, it reduces coding efficiency
in the enhancement layer. In this paper, we propose a new method for selecting
optimum quantization parameters for mode decision (OQPMD) in order to im-
prove coding efficiency for both the base and the enhancement layers. For the
base layer, we propose optimum scaling factors in each decomposition stage.
We also propose an offset quantization parameter for the enhancement layer.
Experimental results show that the proposed method increases the average
PSNR value up to 0.8dB.

Keywords: Scalable Video Coding, H.264, Quantization, Mode Decision.

1 Introduction

In recent years, scalable extension of the H.264/AVC video codec using motion-
compensated temporal filtering (MCTF) has been investigated [1] [2]. The moving
picture experts group (MPEG) of ISO/IEC and the video coding experts group
(VCEQG) of ITU-T agreed to jointly finalize the scalable video coding (SVC) project
as an amendment of their H.264/AVC standard [3], and the scalable extension of
H.264/AVC was selected as the first working draft [4]. The working draft provides a
specification of the bit-stream syntax and the decoding process. The reference encod-
ing process is described in the joint scalable video model (JSVM) [5].

The main idea of JSVM is to extend the hybrid video coding approach of
H.264/AVC towards MCTF using a lifting framework [1]. Since the lifting structure
is invertible without requiring invertible prediction and update steps, motion-
compensated prediction using any possible motion model can be incorporated into the
prediction and update steps. Using an efficient motion model of the H.264/AVC stan-
dard [1], both the prediction and update steps are processed as the motion-
compensated prediction of B slices specified in the H.264/AVC standard.

Furthermore, the open-loop structure of the temporal subband representation en-
ables us to incorporate temporal and quality (SNR) scalabilities efficiently [1].

The basic coding scheme for achieving spatio-temporal scalability and quality scal-
ability can be classified as a layered video codec. The coding structure depends on the
scalability space that is required by the application [6]. Figure 1 shows a block
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diagram for a typical scenario with three spatial layers. In each layer, an independent
hierarchical motion-compensated prediction structure with motion parameters is em-
ployed. This hierarchical structure provides a temporal scalable representation of a
sequence of input pictures and that structure is also suitable for efficiently incorporat-
ing spatial and quality scalability. Redundancy between different layers is exploited
by inter-layer prediction that includes a prediction mechanism for motion parameters
as well as texture data.
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Fig. 1. Basic Structure for the Scalable Extension of H.264/AVC

A base representation of the input sequence in each layer is obtained by transform
coding similar to that of H.264/AVC. In the H.264/AVC video coding standard, quan-
tization parameters for mode decision (QPMD) and quantization parameters for bit
rate control (QPBC) are always the same. However, in JSVM, QPMD and QPBC are
often different in each decomposition stage. QPMD is also adjusted to the base layer
QPBC. Therefore, these mismatches between QPMD and QPBC degrade the coding
performance. In this paper, we propose a new method to select optimum quantization
parameters for mode decision (OQPMD). Selection of OQPMD is achieved by im-
proving coding efficiency for the base and enhancement layers.

This paper is organized as follows. After we introduce the lifting scheme for two-
channel decomposition in Section 2, we describe fine granular scalability in Section 3.
Then we explain two kinds of QPs in JSVM in Section 4, we propose a new method
for optimum quantization parameter selection for mode decision in Section 5. After
experimental results are presented in Section 6, we conclude this paper in Section 7.
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2 Motion-Compensated Temporal Filtering (MCTF)

Figure 2 illustrates the lifting representation of the analysis-synthesis filter bank. At
the analysis side, the odd samples s[2k+1] of a given signal s are predicted by a linear
combination of the even samples s[2k] using a prediction operator P(s[2k+1]) and a
high-pass signal A[k] is formed by prediction residuals. A corresponding low-pass
signal /[k] is obtained by adding a linear combination of the prediction residuals A[k]
to the even samples s[2k] of the input signal s using the update operator U(s[2k]) [7].

s £y
2k+1 = /TN .
—>¢2 e P > h,

-1

o

nNS2kes
D -

sl

®
Y

s Lr] Lo}
Y v F
L ‘2 5 P+ I
2k
(@) (o)
Lifting Scheme Inverse Lifting Scheme
(Analysis Filterbank) (Synthesis Filterbank)

Fig. 2. Lifting Representation of the Analysis-Synthesis Filter Bank

By repeating the analysis process in the lifting scheme, we have implemented the
hierarchical prediction structure in JSVM. The hierarchical prediction structure can
either be realized by the coding of hierarchical pictures, or by the generalized motion-
compensated temporal filtering (MCTF). The MCTF process is composed of two
separate operation; prediction and update. The prediction operation is very similar to
the conventional motion compensation, except that it uses the original image as the
reference frame. However, with update operation, we compensate the drift due to
open-loop structure and improve the coding efficiency.

In Figure 3, an example of the hierarchical prediction structure for a group of eight
pictures with dyadic temporal scalability is depicted. The first picture of a video se-
quence is intra-coded as the instantaneous decoder refresh (IDR) picture that is a kind
of the key picture.

GOP border GOP border
4 6
0, 8) 4,8)
Key Picture Key Picture

Fig. 3. The Hierarchical Prediction Structure
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The key picture is located in regular or even irregular intervals. It also either intra-
coded or inter-coded by using previous key picture as references for motion-
compensated prediction. The sequence of the key picture is independent from any
other pictures of the video sequence, and it generally represents the minimal temporal
resolution that can be decoded. Furthermore, the key picture can be considered as re-
synchronization points between encoder and decoder. For the other pictures, an open-
loop encoder control can be used and the reference pictures including progressive
refinement slices are used for motion-compensated prediction. However, the motion-
compensated prediction signal for the key pictures is generated by using only the base
layer representation of the reference key picture without FGS enhancement. Thus, the
base representation of the key picture is always identical at the encoder and decoder
side regardless of how many NAL units have been discarded or truncated in the de-
coder side [8].

In Fig. 3, the hierarchical prediction structure is implemented as follows. The pic-
ture numbered four is predicted by using the surrounding key pictures (zero and eight)
as references. It depends only on the key pictures, and represents the next higher tem-
poral resolution together with the key pictures. The pictures numbered two and six of
the next temporal level are predicted by using only the picture of the lower temporal
resolution as references, etc. It is obvious that this hierarchical prediction structure
inherently provides temporal scalability; but it turned out that it also offers the possi-
bility to efficiently integrating quality and spatial scalability [8].

The hierarchical picture coding can be extended to motion-compensated filtering.
Motion-compensated update operations in MCTF are introduced in addition to the
motion-compensated prediction. At the encoder side, the MCTF decomposition proc-
ess starts at the highest temporal resolution. The group of pictures is partitioned into
two groups: picture A and picture B. The picture B is predicted using the picture A
and replaced by the motion-compensated prediction residuals. The prediction residual
of the picture B is then again motion-compensated, but towards the picture A. The
obtained motion-compensated prediction residual is added to the picture A, so that the
picture A is replaced by a low-pass version that is effectively obtained by low-pass
filtering along the motion information. These processes are iteratively applied to the
set of low-pass pictures in each decomposition stage until a single low-pass picture is
obtained as key picture [8].

Since the motion vectors for the motion-compensated update steps are derived from
the motion information for the prediction steps, no additional motion information
needs to be transmitted for the update steps. Therefore, the motion-compensated tem-
poral filtering without update steps is identical to an open loop encoding with the
hierarchical picture structure.

Figure 4 illustrates the decomposition process of a group of eight pictures, where
levels of temporal scalability with temporal resolution ratios of 1/2, 1/4, and 1/12 are
provided. In the synthesis filterbank in the lifting scheme, we reconstruct the encoded
video sequence. We first reconstruct L’ and H’ pictures. Using the reconstructed pic-
tures, we reconstruct two L? pictures. L' pictures are obtained by previous recon-
structed L and H? pictures. We can repeat the reconstruction process until we obtain
the highest temporal resolution of the sequence.
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Fig. 4. Temporal Decomposition of a Group of Eight Pictures

3 Fine Granular Scalability

The fine granularity scalability (FGS) algorithm in the current JSVM encodes coefti-
cients within an FGS slice in an order such that “more significant” coefficients are
coded first. By arranging the bit stream in this way, the extraction process is biased
so that a simple truncation is likely to retain those “more significant” coefficients, and
therefore improve the reconstructed quality [8].

When FGS data is truncated, the decoder assumes the missing values to be zero.
Consequently, coding zero values into the bit stream contributes nothing to the recon-
struction, and coefficients with the greatest probability of being zero should be de-
ferred until the end of the slice. Conversely, coefficients with the greatest probability
of being non-zero should be coded first.

In cyclical block coding, unlike subband coding, the current scan position in a
given coding pass will differ from one block to another. Furthermore, a correlation
was observed between the scan position and probability of the next coefficient being
non-zero. The function describing this correlation varies according to quantization
parameter and sequence. Therefore, progressive refinement slices using cyclical block
coding have been introduced in order to support fine granular quality scalability. A
picture is generally represented by a non-scalable base representation, which includes
all corresponding motion data as well as a “coarse” approximation of the intra and
residual data, and zero or more quality scalable enhancement representations, which
represent the residual between the original subband pictures and their reconstructed
base representation.

Each enhancement representation contains a refinement signal that corresponds to a
bisection of the quantization step size. The refinement signals are directly coded in
the transform coefficient domain. Thus, at the decoder side, the inverse transform has
to be performed only once for each transform block of a picture.

In order to provide quality enhancement layer NAL units that can be truncated at
any arbitrary point, the coding order of transform coefficient levels has been modified
for the progressive refinement slices. Instead of scanning the transform coefficients
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macroblock by macroblock as it is done in “normal” slices, the transform coefficient
blocks are scanned in several paths, and in each path only a few coding symbols for a
transform coefficient block are coded.

4 Quantization Parameters in JSVM

QPMD is used to determine the best mode for a macroblock and QPBC is used to
encode low-pass and high-pass pictures in each decomposition stage. Thus, selection
of QPMD is important for coding efficiency. In general, QPMD and QPBC are initial-
ized in the input parameter file and updated in the encoding process [9] [10] [11]. For
convenience, we define the following terminology for referencing different QPs.

QPMD: quantization parameters for mode decision (QP,,;, QP2 ... OP )5

QPBC: quantization parameters for bit rate control (QPy;, OPpp, ... OPw);

QP,.,: QPMD for the n-th decomposition stage;

QPy: QPBC for the high-pass pictures in the k-th decomposition stage;

QP;: QPBC for the low-pass picture;

S
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Fig. 5. Quantization Parameters in Each Decomposition Stage
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Figure 5 graphically shows the function of QPMD and QPBC in each decomposi-
tion stage. For QPMD, QP,,;, OP,,, and QP,,; are used to determine the best mode
and to decompose two low-pass pictures in the previous stage into low-pass and high-
pass pictures. For QPBC, the low-pass picture L’ is quantized by QP, and high-pass
pictures, H‘?, Hz, and H' are quantized by QPp3, OPpp, and QPy;, respectively. There-
fore, QP; and QPy are determined by

log,, SF

QP, = max(0,min(51, Round (QP — 6 £))) (1)
log,, 2
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log,, SFy,
—log ) )

QP,, =max(0,min(51, Round (QP -6 >

10

where SF; is the scaling factor for low-pass picture. SFy is the scaling factor for
high-pass pictures in the k-th decomposition stage. The operator Round ( ) specifies
rounding to the nearest integral number. QP represents the initialised quantization
parameter in the input file. QPMD for the k-th decomposition stage, QP,,,, is obtained
by

log,, SF

n))) 3)

QP,, = max(0,min(51, Round (QP -6
log,, 2

where SF,,, is the scaling factor for quantization parameters for mode decision in the
n-th decomposition stage. QP represents the initial quantization parameter for each
decomposition stage. We have used the same QP for each decomposition stage.

S Optimum Quantization Parameters for Mode Decision

In this section, we propose a new method for selecting optimum quantization parame-
ters for mode decision (OQPMD). Proposed method is based on quality (SNR) scal-
ability depicted in Figure 6.
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Fig. 6. Basic Structure for SNR Scalability

In the non-scalable video codec, such as the H.264/AVC video coding standard,
quantization parameters for mode decision and bit rate control are the same. Hence,
no error is caused by the mismatch between QPMD and QPBC. In JSVM using the
motion-compensated temporal filtering technique, we should set QPMD and QPBC in
each decomposition stage. If decomposition stages are independent of each other,
each QPMD and QPBC would be set to the same value in the given decomposition
stage. However, decomposition stages in MCTF have the hierarchical structure, as
shown in Figure 4. Therefore, when we select QPMD in each decomposition stage,
we need to consider the relationship between stages.

In order to find OQPMD, we first consider that decomposition processes in MCTF
are implemented hierarchically and design a metric to measure errors caused by the
mismatch between QPMD and QPBC in each decomposition stage. Based on this
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fact, we find the optimum scaling factor SF,,, in each stage. The errors caused by the
mismatch between QP,,; and QP are represented by

E=a/((QP, -0P,)) (C))

where a; represents the importance of the high-pass picture H;. Since the decomposi-
tion process in MCTF has a hierarchical structure, the mode decision in the first stage
influences pictures in the following stages, such as H;, H,, ... H;, and L-pictures.
Therefore, in order to find the total errors caused by QP,,;, we consider the mismatch
among QPpy;, OPpp, ... OPyr, and QP;. Hence, the total errors E; caused by QP,,; are
represented by

L

Z o, (QP, —QPy)+a, (QP, —0P,) (5)

where o, and o, represent the weighting factor of the high-pass picture in the k-th
decomposition and the low-pass picture, respectively. For simplicity, these weighting
factors are regarded as the corresponding scaling factors (SFy, SF;) of pictures in the
decomposition stage. Based on Eq. (5), we can derive the total error E, by

L L
=3 X @(QF,, ~QPy)+ @, (QP,, ~QP,) ©
k=1 n=1
where L is the total number of stages. From Eq. (1), Eq. (2) and Eq. (3), the total error
E, is adjusted by controlling SF,,,. For the JSVM reference software, scaling factors in
decomposition stages are listed in Table 1. As shown in Table 1, there is a large dif-
ference between QP,,pand QP;, and difference reduces coding efficiency.

Table 1. Scaling Factors in Each Decomposition Stage

QP,, oP,

Scaling factor (SF,,,,) OP,.. Scaling factor (SF) OPyi
0.847791 (SF,.;) 44(QP,,;) 0.7915 (SFy;) 44(QPy;)
1.009482 (SF,,») 42(QP,,») 0.942 (SFy») 42(QP»)

1.18386 (SF.3) 41(QP,,3) 1.105 (SFy3) 41(QPys3)

* Scaling factor for low-pass frame (SF;= 1.6062), QP;=38, GOP=8

Therefore, we replace SF,,, by a weighted scaling factor WSF,,,,.
WSan = W" : San (7)

where W, represents the weighing factor of SF,,, which is determined by minimizing
the total error E,in Eq. (6). For simplicity, in our experiments, the weighing factors
W;, W, and W;are fixed to 2.5, 1.5, and 0.7, respectively.

In Figure 7, for quality (SNR) scalability, the difference between the original and
reconstructed pictures in base layer is encoded with finer quantization parameters in
the enhancement layer. For quality scalability, coding efficiency of the enhancement
layer is much less than that of the base layer. From our intuition and extensive ex-
periments, we find that the statistical distribution of the residual data is determined by
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QPMD. Hence, coding efficiency in the base and enhancement layers can be adap-
tively controlled by QPMD.

Base Layer
Coding

Enhancement
Layer Coding

EREE
ERER
FAR)
U

Fig. 7. Adjustment of Quantization Parameters for the Enhancement Layer

We also propose an offset quantization parameter A, for mode decision to enhance
coding efficiency of the enhancement layer. Coding efficiency in the base and en-
hancement layers is controlled by the proposed offset quantization parameter A, for
mode decision by which each QP,,, is equally shifted. Therefore, the optimal QPMD
(OQPMD) is represented by

OQPMD =QP,, - A, ®)

In Table 2, we compare the rate-distortion performance for various A, which influ-
ences coding efficiency in the enhancement layer. We can regard the current JSVM
reference software as the case of the offset value 0. Since the mode decision is only
adjusted by quantization parameters for the base layer coding (QPy;, OPyp, ... OPpyy,
and QP;), the case of offset value 0 (JSVM) provides the best coding efficiency in the
base layer but poor coding efficiency in the enhancement layer.

Table 2. Quantization Parameter Offset for Mode Decision

Offset A,=0 Offset A= -4 Offset A= 4
Bit rate PSNR Bit rate PSNR Bit rate PSNR
243(Base) 35.68 254(Base) 35.88 247(Base) 35.37
432 37.25 443 37.10 431 37.25
505 37.84 510 37.56 504 38.13
740 38.93 796 38.99 751 39.11
1117 40.19 1131 39.85 1119 40.82

If the offset value is four, though coding efficiency in the base layer is poor, coding
efficiency in the enhancement layer is better than JSVM (A,=0). By adjusting the
offset value A, we can find the optimum offset value A, without little reducing cod-
ing efficiency in the base layer. In our experiments, we use the offset value 2, which
reduces coding efficiency but little in the base layer. According to the channel varia-
tion, we can adjust the offset value properly.
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6 Experimental Results

In order to evaluate the efficiency of the proposed weighting factors and QP offset,
we have implemented the OQPMD scheme in the JSVM reference software version
1.0. We have fixed the QP offset value to two and the weighing factors W;, W,, and
W; to 2.5, 1.5, and 0.7, respectively. These values can be selected adaptively if we
know channel conditions. We have used “FOREMAN” and “MOBILE” sequences of

352x288 pixels (CIF format). Table 3 lists encoding parameters in our experiment.

Table 3. Encoding Parameter

GOP Size 8 Base Layer QP 42
Resolution 352x288 Spatial Layers 1
Frame Rate 30 FGS Layers 0.5,1,15,2

In Table 4 and Table 5, we compare PSNR values for different sizes of FGS layers.
From Table 4 and Table 5, we observe that the proposed method provides slightly
lower coding efficiency in the base layer, but much higher coding efficiency in the
enhancement layer.

Table 4. PSNR Values Comparison (“FOREMAN”)

JISVM Proposed Method
FGS Layer Bit rate (kbps) PSNR Bit rate (kbps) PSNR
0 94 30.82 104 31.01
0.5 140 31.69 148 31.92
1 205 33.20 210 33.51
1.5 324 34.20 323 34.62
2 452 35.42 469 36.29

Table 5. PSNR Values Comparison (“MOBILE”)

JSVM Proposed Method
FGS Layer Bit rate (kbps) PSNR Bit rate (kbps) PSNR
0 200 26.27 209 26.37
0.5 351 27.66 357 27.79
1 535 29.32 536 29.52
1.5 845 30.49 821 30.65
2 1292 32.35 1295 32.85

Figure 8 displays rate-distortion curves for “MOBILE” and “FOREMAN” se-
quences. These curves have been obtained by changing the size of the FGS layer size
by the unit of 0.5. For “FOREMAN” sequence, the PSNR value is enhanced up to
0.8dB. As the number of FGS layers increases, we note that the proposed method
provides higher coding efficiency than JSVM.
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Fig. 8. PSNR Values for FOREMAN and MOBILE Sequences

7 Conclusions

In this paper, we proposed a new method to select optimum quantization parameters
for mode decision (OQPMD) in order to improve coding efficiency for the base and
enhancement layers. For the base layer, we proposed the optimum scaling factors for
OQPMD in each decomposition stage. In order to find the optimum scaling factors,
we designed a new metric to measure the error caused by the mismatch between
quantization parameters for mode decision and bit rate control. We also proposed an
offset quantization parameter for OQPMD to enhance coding efficiency in the en-
hancement layer. Using the proposed offset quantization parameter, we can efficiently
control the coding efficiency in the base and enhancement layers. The proposed
OQPMD is expected the efficiency in the video transmission under abruptly varying
channel capacity. Experimental results represent that the proposed method increases
the average PSNR value up to 0.8dB.
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Abstract. In this paper, we design the metadata model for Event notification
that can be utilized for various commercial purposes on interactive broadcasting
environment, and implement the testbed system based on the metadata model.
The metadata model is based on the ISO/IEC 21000-15 and we extended some
descriptions which have been adopted as ISO/IEC 21000-15 Committe Draft.
Event notification service based on this metadata model achieves a step towards
the healthy commercial future of interactive service by enabling target
marketing, the audience rating analysis, user preference analysis, and
monitoring illegal copies.

1 Introduction

Today, the advent of digital television allows the convergence of broadcasting and
communication. The broadcasting environments become more complex to include
diverse access devices on different networks. Access devices, with a large set of
different terminal and network capabilities complementing the TV set, possess the
functionality to be used in different locations and environments: anywhere and
anytime. Broadcast content changes from the existing linear video-oriented program
to rich multimedia contents including video, audio and additional data. In a digital
television system, additional media content and interactive applications can be
broadcasted, allowing the user to become involved and to change the classic linear
program flow by interacting where desired. For example, user wants to get various
interactive services like as commerce, game, e-learning while they are watching
broadcast content instead of just watching the program in passive manner. Both
content provider and user thus demand solutions that can deliver accessible and
advanced multimedia creation and consumption on many platforms. These new
content providers and the traditional media sources share a core set of concerns:
access, delivery and management of content, repurposing content based on user
preferences and device capabilities, protection of rights, and so on.

In this paper, we describe the metadata model for Event notification developed to
support transparent and augmented use of multimedia contents on interactive
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broadcasting service. The model can be used for supporting contents commerce,
contents protection, royalty calculation, and advertisement fee calculation in various
commercial systems. In chapter 2, we introduce the overview of Event notification
and present the abstract data model which has the power to describe the Event
notification for interactive broadcasting service. In chapter 3, the foundations for
realizing our metadata model based on established multimedia metadata language are
described, and the implementation result taken to realize the model is presented. We
close with conclusions in chapter 4.

2 A Metadata Model for Event Notification

Every interaction with multimedia contents in interactive broadcasting can be called
an Event. Arising from an each Event, there is the opportunity to describe what
occurred. However, there are a number of difficulties in providing an accurate report
about an Event. Different observers of the Event may have vastly different
perspectives, needs, and focuses. They may emphasize certain elements to the
detriment of others, or they may describe an Event in a way that others may find
confusing. Therefore, in this paper, we design the metadata model for Event
notification based on existing standard ISO/IEC 21000-15: Event Reporting[1] to
allow interoperability of the many components from different vendors found in a
broadcasting system. These Event descriptions can be used for various kind of
notification that includes monitoring of illegal copies, monitoring of performances,
marketing information, copyright reports, proof of purchase, license purchase and
delivery, network congestion, load balancing, and bandwidth usage and availability.

2.1 Concept of Event Notification

ISO/TEC 21000(MPEG-21) has identified the need for Event Reporting in its vision
for an interoperable multimedia framework. Event Reporting is required within the
MPEG-21 Multimedia Framework in order to provide a standardized means for
sharing information about Events amongst Peer's and Users.

The metadata model, outlined in Fig. 1, describes the key concept of Event
notification based on ISO/IEC 21000. The Event notification service comprises of
two components: Event Report Request(ER-R) and Event Report(ER). An ER-R is
used to define the conditions or predicates under which an Event is deemed to have
occurred. Events defined by ER-Rs trigger the creation of an associated ER, which
contains information describing the Event, as specified in the associated ER-R. ER-R
comprise of , at least, a description of the Event, the syntax/format of the ER, the
recipient(s) of the ER and parameters related to delivery of ER. Upon the Event
happening, an ER must be generated and delivered to the specified recipient(s) with
requested information.

In the real world, examples of the need for Event notification are plentiful. One
example relates to the monitoring of the usage of copyrighted material. The provider

! Devices or applications that compliantly processes digital contents.
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offering Digital Item”s for download would specify in an Event Report Request that,
whenever a Resource within a Digital Item is rendered (e.g. played), he would receive
an Event Report enabling him to manage his royalties. Upon rendering, the Peer will
generate an Event Report which will be delivered to the rights holder specified, in an
Event Report Request, containing information about the Digital Item, the resource,
and the conditions under which it has been rendered.

In another example, Event notifications are necessary for network nodes to know
the exact connectivity condition between two Peers when trying to deliver Digital
Items. While a network Peer may receive Digital Items from some Peers and forward
them to other Peers in its network, the network Peer will monitor its load. When a
critical threshold is reached, an Event Report may be created and sent to neighbouring
network Peers who will in turn re-route their Digital Items to avoid the congested
network Peer[1].

An ER-R is composed of three main items including ER-R Descriptor, ER
Descriptor and Event Condition descriptor. An ER is composed of three main items
including ER Descriptor, ER Data and Embedded ER-R. The detailed specifications
for each item of ER-R and ER are described at the following sections.

Event Notification

Event Report Request(ER-R) |

[ I [

‘ ER-R Descriptor Event Co_ndltlon
Descriptor

‘ER Descriptor

| Event Report(ER)

I f i

‘ERDescriptor‘ ‘ ER Data ‘ ‘Embedded ER-R‘

Fig. 1. Overview of the Metadata Model

2.2 Event Report Request Metadata Model

The purpose of ER-R is to describe the Event which is to be reported, and to indicate
the data items that are to be included in such an Event Report and the parameters
related to the delivery of the Event Report such as a recipient of ER, the delivery time
of ER and the delivery mechanism. Fig. 2 shows the ER-R metadata model. We detail
this model by introducing the underlying rational that leads to its development.

ER-R Descriptor. ERRDescriptor provides a description of the ER-R including
aspects such as the lifetime, modifications and priority level of the ER-R. Lifetime is
used to indicate a validity period for the specific ER-R. Modification is used to maintain
the history of the ER-R. The priority level specifies the priority level for processing an
ER-R. Event Report Requests can be processed according to their assigned priority.
When two Event Report Requests have the same assigned priority, the Peer may make
an arbitrary decision regarding the order in which they are processed.

% Structured digital object with a standard representation, identification and metadata within
ISO/IEC 21000 framework.
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Fig. 2. Metadata Model for Event Report Request

ER Descriptor. ERDescriptorInERR describes Event Report(s) that will be
created as the result of processing the associated ER-R. It contains aspects such as the
data items to be reported, the format they should be reported in, delivery parameters
and access control.

ReportData is to report payload data items to the recipient(s) when and ER is
created as the result of an ER-R. The Peerld, Userld, DII, Related DII, Time and
Location are optional sub-elements which can be requested to be sent when a
specified Event occurs. When an ER is to be created, the format of the payload
information needs to be known so that the ER’s payload can be understood by the
recipient peer(s). This is specified by the ReportFormat. The DeliveryParams
associated with the recipient(s) for resulting ER, delivery time which indicates to the
Peer when it is expected to deliver resulting ER’s, and delivery mechanism(s) which
describes the preferred transport service to be used by the Peer to deliver the Event
Report to the recipient peer.

The delivery time of ER can be different from the Event occurrence time.
Therefore we suggest the ISO/IEC 21000 to have the delivery time description of
which indicates to the Peer when it is expected to deliver the resulting ER’s as in Fig.
3[2][3] and it is adopted in the ISO/IEC 21000-15: Event Reporting Committee Draft.
The DeliveryTime, indicating the delivery time of ER, can be specified in three
different ways: “SpecificTime” that is a specific date and/or time,
“ElapsedTime” that is expressed by a certain amount of elapsed time from the
specific base, such as an Event, and “PeriodicTime” that occurs periodically as
shown in Fig. 2. SpecificTime is classified into the specific time instant such as
“Midnight of December 31 2004”, before the specific time instant such as “before
Midnight of December 31 2004”, after the specific time instant such as “after
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Midnight of December 31 2004, and from the specific time instant to the other
specific time instant like as “from Midnight of December 31 2004 to Midnight of
January 1 2005”. ElapsedTime is represented as the elapsed time from a specific
base time, which is classified into after the elapse, before the elapse, and after the
elapse but before the other elapse. Examples include “1 hour after an Event occurs”,
“within 1 day after an Event occurs” and “1 hour after but before 2 hours after an
Event occurs”. PeriodicTime represents the repetitive time with a specific period.
Examples include “every first Sunday of each month” and “from midnight to 1
o’clock of every 1* day of each month”. The DeliveryTime is specified under the
DeliveryParams element.

|erI:TimeType

DelieryTime 28 5

‘ erl:Periodic Time ‘

| ‘

Fig. 3. DeliveryTime Description. DeliveryTime can be a choice among SpecificTime, which
means a fixed date and/or time, ElapsedTime, which specifies a time “window” with start and
end times being related to the time of the Event’s occurrence, and PeriodicTime, which
indicates a recurring time/date period.

Event Condition Descriptor. In order for a Peer to determine when a reportable
Event has occurred, there is a need for the Digital Item creator to specify the
conditions under which the Event is deemed to have occurred. This is achieved by
specifying one or more conditions within the ER-R’s
EventConditionDescriptor element. Event Reporting within MPEG-21
provides a standardized means for “reportable events” to be specified, detected and
acted upon. There two major classes of “reportable” Events: Events which are
generated as a result of User-related-operations on a specific instance of a Digital
Item(DIOperationCondition), and Events which are generated within a Peer
that are related to internal Peer processes(PeerCondition)[4].

The most fundamental aspect of Event notification can be the ability to report on
the usage of Digital Items by a User as they interact with Digital Items using a Peer
using the DIOperationCondition. We can define a Peer’s DI Operations with
the 13 ActTypes in the MPEG-21 Rights Data Dictionary(RDD)[5]. These ActTypes
are the basis on which all of the RDD terms are defined and include the following:
Modify, Embed, Install, Enlarge, Play, Execute, Reduce, Print, Uninstall, Move,
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Extract, Delete, and Adapt. Digital Item creators, through the use of a
DIOperationCondition, can instruct a Peer to report when a downloaded
application (e.g. a music album) is installed, uninstalled or executed. Similarly, when
a Peer moves, adapts or plays a Digital Item, this event can also be reported.

A PeerCondition concerns events that are directly related to a Peer but not
directly related to its handling of a Digital Item. The ability to specify conditions in
an ER-R which take into account factors that are not related to DI manipulation is
essential if Event notification is to be utilizable in a wide sphere of multimedia
application domains. We extend the PeerCondition to be allowed to define a
new Peer Event condition as necessary because it’s impossible to define all kinds of
Event conditions for various Users at this time. Therefore, this element is used to
extend the Event condition from any other namespace. To extend the Event condition,
using this element, define any condition in any other namespace.

We also extend the EventConditionDescriptor element to be able to
specify time condition allows the DI creator to indicate that the condition depends on
a date and/or time(TimeCondition). The structure of TimeCondition is the
same as that of DeliveryTime. Although it is certainly possible to use
TimeCondition in association with a DIOperationCondition to specify a
time period within which DIOperations should be reported (e.g. with a super
distributed Digital Item), the TimeCondition element is potentially more useful
when coupled with the PeerCondition element. Together, they can be used to
specify Peer attributes that should be reported to an administrative Peer on a periodic
basis (perhaps for periodic Peer status monitoring).

We also extend the descriptor that can define the Event condition as a Boolean
combination of three conditions, DIOperationCondition, PeerCondition
or TimeCondition by having the descriptor Operator[6]. The Operator
element is used to define the Boolean operator to combine TimeCondition,
DIOperationCondition and/or PeerCondition. There are two kinds of
Operator, InternalOperator and ExternalOperator. The
ExternalOperator is used for specifying the operators among the Event
conditions and it has the Boolean operators like as AND, OR, XOR, NOT and
paranthesis. The InternalOperator specifies the operator used for PeerEvent to
express the Peer’s status such as, for example, NetworkCongestion >= 0.8. The
InternalOperator consists of arithmetic operators.

Toeo

erl*EventConditionGroup =3 =
-

Fig. 4. Extended EventConditionGroup Description. The Event conditions may be defined as a
Boolean combination of conditions, which can be any of three defined types:
DIOperationCondition, PeerCondition or TimeCondition.
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The extended EventConditionDescriptor, which is adopted in the
ISO/IEC 21000-15 Committee Draft, is described in Fig. 4.

2.3 Event Report Metadata Model

As indicated previously, Events that need to be reported as specified by an ER-R are
represented as an Event Report. ER consists of ERDescriptor, ERData and
EmbeddedERR as shown in Fig. 5. The detailed description of each is as follows.

ER Descriptor. Describes ER itself. It consists of Description, for providing
comments on a certain ER instance, Status, representing the completion status of
the ER, Modification, indicating the history of creation and modification of ER,
and ERSource, containing the original ER-R that created the ER.

ER Data. Provides a place for inclusion of “payload” data into an ER. This payload
data corresponds to the report data items that were specified in the associated ER-R,
which are formatted according to the format specification also included in the
originating ER-R.

Embedded ER-R. This provides a simple mechanism that can be used to automate
some quite powerful processes. When an ER is sent to a recipient, the ER may also
contain an ER-R. Upon receipt of the ER, the Peer will parse and act upon the ER-
R in the normal manner. This ER-R may specify, for instance that a new ER must
be sent, perhaps as an acknowledgment of receipt for the ER in which it was
embedded. Using this mechanism, the Peer that sent the original ER knows that its
ER has been received and correctly parsed by its intended recipient. Additionally,
the Embedded ER-R construct can also be used as a mechanism to enable automatic
forwarding of ERs via a chain of pre-defined recipients. The Embedded ER-R may
either be inline within an ER, or a reference to an external ER-R. We proposed this
descriptor to ISO/IEC 21000[7] and it is also adopted in the ISO/IEC 21000-15
Committee Draft.

Fig. 5. Metadata Model for Event Report. It consists of ERDescriptor, ERData and
EmbeddedERR. EmbeddedERR is used to request an acknowledgement of receipt for the ER or
forwarding of ER.
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3 Implementation

Based on the metadata model detailed in previous chapter, we implemented the
testbed system comprising the Content Server, Terminal, Digital Item
Adaptation(DIA) Server, and Tool Server on the convergence network of
broadcasting and communication as described in Fig. 6.
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Fig. 6. Testbed System Supporting Interactive broadcasting service

There are two types of devices which create, save and consume the contents in
testbed system: Content Server and Terminal. Content Server takes a role to create
and deliver the broadcast multimedia content to the Terminal, and the Terminal,
including broadcasting devices(e.g. TV) and communication devices(e.g. PC or
PDA), consumes the content. Digital Item Adaptation Server adapts the Digital Item
in compliance with the User’s device environment and characteristics. The Content
Server and Terminal exchange the digital contents directly or through DIA Server.
Content Server, Terminal or DIA Server can download the tools necessary for the
creation, consumption, and/or adaptation of digital contents.

The example XML fragments in Fig. 7 and Fig 8 illustrate the basic structure of
our ER-R and ER metadata model, respectively. Note that for simplicity, some
attributes and elements have been omitted.

Fig. 9 shows one of the implementation results of testbed system. The Content
Server create and send the ER-R that requests to generate and send the content
information, resource information, user’s information, and event occurrence time to
the contents server when the broadcast content “Top of English”(DIIL:
urn:mpeg:mpeg21:DII:DI:0824108241) has been played or stopped at user’s
Terminal. The Terminal parses the ER-R when it receives the ER-R, monitors if the
Event specified in the ER-R occurs. It makes the ER as specified in the associated
ER-R and sends it to the recipient(in this case Content Server). This kind of
implementation can be utilized for copyright management and marketing purposes.
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<ERR>
<ERRDescriptor>
<LifeTime>
<StartTime>2005-05-04T00:00:00</StartTime>
<EndTime>2005-05-05T00:00:00</EndTime>
</LifeTime>
<Modification>...</Modification>
<Priority>...</Priority>
</ERRDescriptor>
<ERDescriptorInERR>
<AccessControl/>
<ReportData>
<PeerId/><UserId/><Time/><Location/><DII/><DIOperation/>
</ReportData>
<ReportFormat>
<Ref> xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"</Ref>
</ReportFormat>
<DeliveryParams>
<Recipient>
<PeerId>MAC:00-08-E3-AE-1E-62</PeerId>
<UserId> John </UserId>
</Recipient>
<DeliveryTime>
<SpecificTime><beforeOn>2005-05-31T00:00:00</beforeOn>
</SpecificTime>
</DeliveryTime>
<DITransportService>...</DITransportService>
</DeliveryParams>
</ERDescriptorInERR>
<EventConditionDescriptor>
<TimeCondition>
<TimeEvent>
<SpecificTime>
<afterOn>2005-05-04T00:00:00</afterOn>
<beforeOn>2005-05-06T00:00:00</beforeOn>
</SpecificTme>
</TimeEvent>
</TimeCondition>
<DIOperationCondition>
<UserId>Kyunghee</UserId>
<PeerId>GUID:1AC5-4527-A864-3EA2</PeerId>
<Operation>urn:mpeg:mpeg2lra:RDD:156:735</0Operation>
<DII>urn:mpegra:mpeg2l:DIT:DI:0824108241</DII>
<Operator kind="AND" location="perfeix"/>
</DIOperationCondition>
</EventConditionDescriptor>
</ERR>

Fig. 7. A Sample ER-R Instance of the Metadata Model. This ER-R requests to report user id,
peer id, Event’s occurrence time, user’s location, DI’s identifier and type of Event when
Kyunghee plays the DI “urn:mpegra:mpeg21:DII:DI:0824108241” between May 4 2005 to
May 6 2005 to the recipient John by wusing the format referenced as
"http://www.w3.0rg/2001/XMLSchema-instance". The ER generated by this ER-R should be
sent by May 31 2005. And this ER-R is valid during May 4 2005.
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<ER>
<ERDescriptor>
<Description>...</Description>
<Status value="true"/>
<Modification>
<PeerId>GUID:1AC5-4527-A864-3EA2</PeerId>
<UserId>Andrew</UserId>
<Time>2005-05-04T712:31:00</Time>
</Modification>
<ERSource>
<ERRReference>mpeg:mpeg2l:dii:ERRID:001</ERRReference>
</ERSource>
</ERDescriptor>
<ERData>
<PeerId>GUID:1AC5-4527-A864-3EA2</PeerId>
<UserId>Kyunghee</UserId>
<Time>2005-05-04T12:30:00</Time>
<Location>KR</Location>
<DII>urn:mpeg:mpeg2l:DIT:DI:0824108241</DII>
<DIOperation>urn:mpeg:mpeg2l:ra:RDD:156:735</DIOperation>
</ERData>
<EmbeddedERR>
<ERRReference>mpeg:mpeg2l:dii:ERRID:010</ERRReference>
</EmbeddedERR>
</ER>

Fig. 8. A Sample ER Instance of the Metadata Model. This ER generated by the ER-R in Fig. 7
specifies that Kyunghee played the DI “urn:mpegra:mpeg21:DII:DI:0824108241” at the Peer
“GUID:1AC5-4527-A864-3EA2”, Korea on May 4 12:30 2005, the completion status of this
ER is true and there is an another ER-R being referenced by “mpeg:mpeg21:dii:ERRID:010”.
And the creator of this ER is Andrew, the corresponding Peer ID is “GUID:1AC5-4527-A864-
3EA2” and the originating ER-R which triggers this ER is “mpeg:mpeg21:dii:ERRID:001”.

e | gfe)

R Data

z .23l 63, eerld:Gull: ~4527- B serld:Kyur
05-04-10 211.231.63.1  Peerld:GulD:1ACE-4527-A864-3EA2 Userld:Kyur
05-04-10 12:30:23 211,231,631 Peerd:GulD:1ACE-4527-A864-3EAZ Userld:Kyur

Fig. 9. Implementation Example of Event Notification on Interactive Broadcasting
Environment

4 Conclusion

In this paper, we designed on metadata model for Event notification that can be
utilized for various purposes on interactive broadcasting service. A realization of this
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model based on and extended from ISO/IEC 21000-15 has been described. Based on
this, we implemented the testbed system. The metadata model we designed in this
paper comprises of Event Report Request, which defines the conditions under which
an Event is deemed to have occurred and requested information describing the Event,
and Event Report, which is generated and delivered to the specified recipient(s) with
requested information as specified in the associated Event Report Request.

The industry could release content onto the Internet and, in a trusted way, charge
users for the content that they actually use rather than for an open-ended, free-use
license by taking advantage of Event notification concepts. This is somewhat
analogous to the distinction between buying and renting, where users only pay for
what they use. By making event notification service a gateway to back-end
accounting charging and billing systems, we can enable usage-based charging
models. Similarly, industry could apply event notification concepts to pay-per-play
charging models for games downloaded to a mobile device. If the game loses its
interest, users could remove it and find a better one without paying any financial
penalty. Therefore this Event notification service can be used for various kind of
purpose that includes target marketing, personalized service by user’s preference, t-
Commerce, monitoring of illegal copies, proof of purchase, license purchase and
delivery, monitoring of performances, network congestion, load balancing on
interactive broadcasting.

We will do richer implementation using the metadata model and will keep on the
study for extensible Event description that covers additional kind of Event Report
Requests according to the increasing number of User preference and request.
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Abstract. Due to the limitation of broadcasting service, in general, TV pro-
grams with commercial advertisements are scheduled to be broadcasted by
demographics. The uniformly provided commercial can not draw many TV
viewers’ interest, which is not correspondent to the goal of the commercial. In
order to solve the problem, a novel target advertisement technique is proposed
in this paper. The target advertisement is a personalized advertisement accord-
ing to TV viewers’ profile such as their age, gender, occupation, etc. However,
viewers are usually reluctant to inform their profile to the TV program provider
or the advertisement company because their information can be used on some
bad purpose by unknown people. Our target advertisement technique estimates
a viewer’s profile using Normalized Distance Sum and Inner product method.
In the experiment, our method is evaluated for estimating the TV viewers’ pro-
file using TV usage history provided by AC Neilson Korea.

1 Introduction

Streaming service on the net such as internet broadcasting or web-casting [1] has been
commonly used since a few years before, IPTV service [2] is also expected to be
launched on the broadband network. Due to the invention and development of web-
casting, the concept of the traditional broadcasting service is being refined. The tradi-
tional broadcasting service usually provides contents to unspecified individuals re-
gardless of users’ interests of the contents. For example, commercial advertisements
are scheduled to be broadcasted by the demographic information such as TV program
rating, age and gender group, and TV viewing time band. Unlike TV programs, the
advertisements along with the programs are not selected by TV viewers’ preference
due to the limitation of the TV broadcasting environment. The randomly provided
commercial can not draw many TV viewers’ interest, which is not correspondent to
the purpose of commercial advertisements: “providing advertisements to the right
people in the right time.” However, web-casting can allow users and content provid-
ers or servers to interact with one another by means of the bi-directional channels [3],

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 202-211, 2005.
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which is the critical factor for providing personalized advertisement service. The
personalized advertisement service targets the right commercials to the right users
interested in them, and it is called target advertisement (TAD) in this paper.

To our best knowledge, not many researchers [4-6] have studied for developing
target advertisement services. They usually cluster users and make groups according
to similarity of their profiles and for a new-comer, find a group whose representative
profile is close to the profile of the new-comer, to whom then the preferred adver-
tisements of the group are provided to the new-comer. The clustering is done by
collaborative filtering technique [7] based on users’ profile. In their methods, TV
viewers’ profile such as gender, age, and occupation are explicitly informed to the TV
content providers by personally inserting their information into the set-top box or the
computer connected to the digital TV set. In general, people are reluctant to register
their profile to the servers because of its improper use by unknown persons.

In order to serve TAD along with protecting users’ privacy, we need to infer users’
profile by analyzing users’ implicit content consumption behaviors. In this paper, we
introduce a novel method for inferring the users’ profile with TV viewers’ content
consumption history such as TV watching day, time, and the preferred TV program
genre. According to the target profiles for the inference, two different inference tech-
niques are developed. One is for inferring a new viewer’s age using a collaborative
filtering technique. The technique groups TV viewers according to their ages, for a
new viewer, find the age group whose preferred TV genre is similar to that of the new
viewer’s TV genre preference, and then provides the preferred commercial advertise-
ments of the age group to the new viewer. The other is for inferring a new viewer’s
age and gender together using the look-up table method. In general, the more detail
inference needs more TV viewers to increase the coverage of the cases of the infer-
ence. That is the reason why we use the look-up table for inferring age and gender
together not using the collaborative filtering used in the age inference. Also, we de-
sign and model the prototype of our target advertisement system based on the inferred
profile using the algorithms.

The remainder of this paper is organized as follows. Section 2 demonstrates the
overall architecture of the target advertisement service. Section 3 describes our algo-
rithms for inferring a viewer’s profile. In Section 4, we show the experimental result
of our algorithms using 2,000 TV viewers’ TV program watching history and design
and implement the prototype of the target advertisement service. We conclude our
paper and propose future research work.

2 Opverall Architecture of Target Advertisement Service

Fig. 1 illustrates the expected overall architecture of the target advertisement service
in the condition that the interactive communication between content providers and TV
viewers is possible by a web-casting scheme. There are three major users of the sys-
tem such as content providers, advertisement companies, and TV viewers in the sys-
tem. The content providers provide broadcasting contents with commercial adver-
tisements to the TV or VOD (Video on Demand) viewers. The advertisement compa-
nies provide commercial items to the content providers. The target advertisement
service system consists of three agents such as profiling agent (PA), interface agent
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Consumers

Fig. 1. The architecture of target advertisement service

(IA), and contents provider agent (CPA). The PA gathers the explicit information,
e.g., TV viewers’ profiles, directly input by TV viewers and the implicit information,
e.g., content consumption behaviors such as TV program, viewing day, viewing time,
and etc. The information is sent to the IA which is the graphic user interface (GUI)
capable of the interaction between the PA and the CPA. The IA can be a set-top box
connected to a TV set in viewers’ house. The IA stores the received information into
database through the input interface module. At the inference module in the IA, the
stored viewer’s consumption behavior data is analyzed for inferring his/her preferred
TV genres and viewing day and time using any user’s preference inference. The in-
ferred knowledge (preferred TV genre in this paper) and the directly input profiles are
sent to the CPA through the interactive network and stored into the database of view-
ers. Here, we assume that a restricted number of viewers sent their profiles to the
CPA, e.g., around 10,000. The CPA analyzes the stored data and clusters the viewers
according to the similarity of their profiles and the inferred information. For the view-
ers who are reluctant to send their profiles to the CPA, his/her profile can be inferred
in the inference module using our proposed method which is explained in the next
section. If an advertisement company requests the CPA to broadcast the commercial
advertisements, the CPA provides the targeted viewers the commercial advertise-
ments along with their preferred TV programs via the interactive networks.

In the following section, we describe our TV viewer profile inference method us-
ing the implicit information such as TV usage history.

3 TV Viewer Profile Inference

3.1 Age Inference System Using Normalized Distance Sum (NDS)

In general, the similarity of TV viewers’ preferred genres can be characterized ac-
cording to their age or gender. For instance, the documentary programs are usually
popular favor for 30s and 40s man, while the show programs are for 10s and 20s. For
each age group, the statistical preference of each genre can be calculated using Equa-
tion (1).
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1
pi,k,a = gi,k,a/zigi,k,a (1)
i=

where g;, , is the frequency of watching genrei of a TV viewer k in his/her age

group a during a predetermined period. Also, I is the total number of the genres.
From the calculated values of the probabilities, the genres can be ordered from the
highest ranked genre having the largest probability to the lowest ranked genre having
the smallest probability. The ordered genres can be expressed with the vector form
such as

Vk,a = {Rl,k,a RZ,k,a’ ””Rj,k,a""’Rl,k,a} 2

where R;, ,and V, , is the j" ordered genre and the vector of the ordered genres of

a TV viewer k in his/her age group a, respectively. For each viewer in group a in the
database, the order of the preference of the genres can be various. If there are K num-
ber of viewers in the database in the content provider, the representative genre

atR;, , can be decided by the frequencies of the consumption of the genres at the j h
rank for viewer k =1 to k= K . At rank j, the genre having the largest frequency is

considered as the representative genre, denoted as R jxa - Also, the representative

vector, denoted as \7u , for ages a can be denoted as
RI Jk,a } (3)

For a new (or test) TV viewer ¢, who has not been experienced by the content provider
or has not input the viewer’s profile to the interface agent, the vector of the order of
the viewer’s genre preference, denoted as V,, can be obtained from his/her TV genre

V,= {Rl,k,a Ry o ”"Rj,k,a’”"

consumption behavior collected during a predetermined period and denoted as fol-
lows:

Vt={Rl,1 RZ,I"“’Rj,t"“’RI,I} (4)

The measurement of the similarity of the new viewer and each age group can be ob-
tained using NDS (Normalized Distance Sum) [8], one of image retrieval methods,
and Vector correlation, measuring the similarity between two vectors. The NDS
method provides the weights to the mismatch of order of genres according to the rank

of the genres for measuring the similarity between two vectors ‘7a and V,. For ex-

ample, if drama is the first ranked genre of a new viewer, the 3rd ranked for 20s, and
the 2nd ranked for the 30s, then the degree of the mismatch of rank of drama between
the new viewer and 20s and the new viewer and 30s. The degree of the mismatch for
the ranks is called unsuitable distance in [8]. The unsuitable distances for all ranks can
be normalized, which is used for the measurement of the similarity between vector

‘7a and vector V, as shown in Equation (5).

NDS(Va,Vt) =>{I—j+11| j:mismatchedrank)}/I(I +1)/2 (%)
j
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For example, Table 1 shows an example of vector \7a and vector V, and the total

number of genre, I, is 46. The mismatched genres of V, are sports and comics to those
of ‘7“ along with ranks 3 and 46. In Equation (5), the index j means the mismatched

rank j in ‘7“ . As the equation in the numerator of Equation (5), for the mismatched

rank 3, the unsuitable distance is 44 (46-3+1=44) and for the mismatched rank 46, the
unsuitable distance is 1 (46-46+1). From the numerical results, the penalty of the
mismatch of higher ranked genre is given more than that of lower ranked genre. For
all age groups, the NDSs of the new viewer can be computed using Equation (5), and
the age band of the new viewer can be estimated the age band of the age group having
the smallest value of NDS as denoted in Equation (6).

Ages(t) =min{NDS(V,,V, lac A)} (6)

where Ages(r) is the estimated age band of new viewer or test viewer ¢. By the esti-

mated age band, the TV content provider can provide the commercials suitable for the
age band. For example, if the new viewer’s age band is estimated 10s, the advertise-
ments related to electronic goods such as MP3, DVD, etc. can be provided. Fig. 2 is
the schematic diagram for the NDS method, where G represents the age group such
G1 (age 0~9), G2 (age 10~19), ...., G7 (age over 60).

Table 1. An example of Va and V,

Rank 1 2 3 e 45 46
Va Drama News Sports | aeee Documentary Comics
f Drama News Comics |  .ueeee Documentary Sports

| Test ID#1 : Comic > Childeren>.......

Group Average Probabilities and their Order
a1 | Comi Child '(

©~ 9) omic > ren >.......
G2 | Entertai t > Comi I(

(10 ~ 19) ntertainment > Comic >.......
° ° Compute NDS
between Test ID#1
° ° and Group IDs
) )
Since it has the minimum value,
group G1 is chosen.
(Over 60s )

Fig. 2. The TV viewer’s age inference using the NDS method
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3.2 Age and Gender Inference System Using Vector Correlation

At the previous section, we demonstrated how to estimate a new viewer’s age band
using NDS technique. Sometime, more information about viewers’ profile can in-
crease the efficiency of the target advertisements. If the content providers know view-
ers’ age and gender both, more detail commercial advertisement can be possible than
they know viewers’ age band. For example, if a viewer’s age and gender are esti-
mated 20 and woman, the content providers provide the advertisement of beauty
goods such as cosmetics, accessories, etc.

As mentioned in the introduction section in this paper, in general, the more detail
profile inference needs more TV viewers’ consumption history which can increase the
coverage of the cases of the inference. In order to take into the consideration for infer-
ring a viewer’s age and gender, we build the look-up table (LUT) of the order of the
statistical preferences of genres for the viewers (reference viewers) in the database of
the content providers as shown in Fig 3, where the value in the parenthesis next to the
genres indicates their statistical preference.

| Test ID#1 : Comic( 0.35 ), Children( 0.2), .......

D Genre Probabilites
1
©~9 M) | Comic( 0.35 ), Children( 0.2), ....... I(
2
10 ~ 19, F) | Comic( 0.25 ), Children( 0.1 ), ....... '(
L L Compute Inner Product
between Test ID#1 and IDs
. . in the LUT
i i Since it has the maximum value,
group 1 is chosen.
Toov, | [ Comle(o.1), Chtarenc005), ... ]« e o 8
(50 ~59,F) is 0 ~ 9, M

Fig. 3. Age and gender inference using LUT

When a new viewer comes, we can find the viewer in the reference viewers whose
consumption behavior is very similar to that of the new viewer. The similarity between
the vectors of the statistical preferences of the new viewer and each reference viewer
can be calculated by the inner product between the vectors as shown in Equation (7).

Inn(V, ,V;)=cos 0=V, -V, / "Vt” (7

V.
J

where Inn(V,/,V,) the inner product of V,/ andV,, which is the vector of the genre

preference of j” reference viewer and the new viewer f, respectively. For all reference
viewers, the inner product of the new viewer and each reference viewer can be com-
puted using Equation (7), and the new viewer’s age and gender can be estimated as
the reference viewer’s age and gender who having the maximum inner product as
denoted in Equation (8).

ga= max{]nn(V,j Voljeld} 3
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where J is the total number of reference viewers in the LUT. Fig 3 describes the
schematic scheme of the vector inner product method of the reference viewers and the
new viewer from the LUT.

4 Experimental Results and System Implementation

In this chapter, we show the accuracy of the proposed two profile inference methods
using 2522 TV viewers’ (Men: 1243, Women: 1279) usage history collected from
Dec., 2002 to May, 2003. The NDS method is applied for inferring a viewer’s age
band when the content providers know the reference viewers’ gender and the inner
product method using the LUT is for a viewer’s age and gender together when the
content providers do not know the reference viewers’ age and gender together. At the
later section in this chapter, we show the implementation of the prototype of the target
advertisement service system enabling target-oriented advertisement service based on
our inference methods.

4.1 Accuracy of Our Profile Inference Methods

For the age band inference, we divided the TV usage history data into two groups;
one is training data and the other is test data. The training data was randomly selected
at 70% (1764) from the total data and the test data at 30% (758). Training data was
classified into 7 age groups such 0~9, 10~19, . . , over 60. Table 2 shows the accuracy
for the test data when our age band inference using the NDS method for the case that
only the gender information is known.

Table 3 shows the accuracy of NDS method and Inner product method using the
LUT for the case that the age and gender information are not known. The accuracy for
the age inference method is about 77%. The accuracy of the ages for 30s and 40s is
relatively high. From the result, we can infer that the range of their TV genre preference
can not be wide, compared to the other age groups. In the mean while, the accuracy of
the age of 20s is about 53%, which indicates that their TV genre preference can be wide.

Using NDS method, we can infer viewers’ gender with the same way of inferring
the age band. From Table 3, the Inner product method outperforms the NDS method
when the reference viewers’ age and gender are not known because the data sparseness
happens when the NDS method is used for inferring more detail profile, as mentioned
in the previous section. As seen in Table 3, we obtained 30.38% accuracy with NDS
method and 39.42% accuracy for the men in 50s. With the Inner product method, we
obtained average 67.4% accuracy and 89.37% accuracy for the women in 50s.

Table 2. The accuracy of the age band inference using the NDS method

Age Group Accuracy (%)
0~9 66.90
10~ 19 77.60
20 ~29 53.53
30 ~39 89.05
50 ~ 59 77.34
60 ~ 75.20
Total 77.01
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Table 3. The accuracy of the age and gender using the Inner product method and NDS

Gender & Acciuey (%\)/ector
Age Group NDS Correlation
0~9.M 37.81 62.14
0~9,F 36.11 84.15
10~19,M 31.73 55.53
10~19.F 34.44 79.57
20~29,M 30.36 58.01
20~29,F 30.03 75.60
30 ~39,M 34.27 50.79
30~ 39, F 18.75 78.93
40 ~ 49, M 31.54 54.14
40 ~ 49, F 26.25 79.81
50 ~59, M 56.25

50 ~ 59, F 20.26
60 ~M 35.66 50.30
60 ~F 30.38 67.65
Total 30.38 67.40

4.2 Prototype System of the Target Advertisement Service

In this section, we propose the result of prototype system of the target advertisement
service based on the inference methods. As shown in Fig 4, the prototype system is
consists of two parts, Client and Server. The server (Target advertisement Service
Provider) contains a user profiling function and a broadcasting program delivering
function. Client (User Interface) receives target advertisement contents. A user sends
limited user’s information to the prototype system, and the target advertisement ser-
vice provider infers a TV viewers’ profile based on the information and provides the
target advertisement.

Implicit User Info

User I:I I:I | Targe? Ad

Interface SCI'V'ICG
Target Ad Contents | I:I I:I Provider

Client Server

Fig. 4. Client and server in the target advertisement service

The experimental data for the prototype system of the target advertisement service
used the free advertisement contents from NGTV (http://www.ngtv.net). We experi-
mented with 28 advertisement contents and grouped those contents based on targeted
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ages and gender for the advertisement. When a client connects to a server, pop-up
menu is displayed to receive the client’s profile information. The pop-up menu en-
ables 3 scenarios from Fig. 5 to Fig. 7. Fig. 5 (a) is the pop-up menu when the client
connects to a server and provides nothing about ages and gender. Fig. 5 (b) is the
result of prototype service. Since the client informs nothing about the client’s profile,
the server infers the client’s gender and ages using vector correlation method and
transmits the TAD contents to the client. The client user interface displays the re-
ceived contents.

VSR M L

Pioile

Gonder | o Mon e i

ki | So Cooococ;béc"'l-_. ;
| SRR | | CANLEL | : &
(a) Pop-Up Menu (b) TAD Service Result

Fig. 5. The case that the server has no information about a TV viewer

We can see the inference result is women in 20s. The cell-phone advertisement for
women in 20s is delivered to the client from the server. Fig 6 (a) is the pop-up menu
when the client connects to a server and provides only the gender of a client. Fig 6 (b)
is the result of prototype service. Since the client provides only about the client’s
gender, the server infers the client’s ages using NDS method with the client’s gender
and TV usage history, and transmits the TAD contents to the client. The client user
interface displays the received contents.

@1 [ Teawea ciiem

LELH Hama Mmoo

Fraile

cender O Men 5 S He

L T I O R 1 B

(al's =
e
7 e

(a) Pop-Up Menu (b) TAD Service System

Harn

Fig. 6. The case that the server knows the gender of a TV viewer

Since the recommended ages is 20s, the server provides a fashion advertisement al-
located for women in 20s. Fig 7 (a) is the pop-up menu when the client connects to a
server and provides the gender (women) and age band (20s) of a client. Fig 7 (b) is
the result of prototype service. Since the client informs about the client’s gender and
ages, the server does not have to infer the client’s profile and transmits the TAD con-
tents according to the client’s given profile.
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ke

| | e

(a) Pop-Up Menu (b) TAD Service System

Fig. 7. The case that the server knows the gender and age band of a TV viewer

5 Conclusion

This paper proposed the target advertisement system using two TV viewers’ profile
inference methods; one is NDS method for inferring age band and the other is Inner
product method for inferring age and gender together. In the experimental section, we
implemented our method using real TV viewers’ usage history and obtained about
70% accuracy when only gender information is known and about 77% accuracy when
age and gender information is not known. The results are optimistic results for further
studies about the target advertisement because only 1,764 viewers’ usage history used
for the training data is a too small data size. Also, we think our designed and imple-
mented prototype of the target advertisement system can be the milestone for apply-
ing the system to practical use. For the future work, it is needed to improve our profile
inference methods using larger size of the data than 1,764 viewers.
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Abstract. To support personalized broadcasting service and T-learning, we
propose to use TV-Anytime standard. The TV-Anytime Forum is an association
of organizations which seeks to develop specifications to enable audio-visual
and other services based on mass-market high volume digital storage in con-
sumer platforms such as a set-top box (STB). TV-Anytime standard is classified
to Phase 1 and 2 according to its functionality. The former supports PVR-based
applications in a uni-directional broadcast and the latter deals with the sharing
and distribution of rich content among local storage devices and/or network
digital recorders in home network environments. In this paper, we first over-
view TV-Anytime specifications, and secondly present an end-to-end prototype
system for personalized broadcasting services based on TV-Anytime Phase 1
standard which consists of metadata authoring tool, transmission server, and
set-top box. At the last, we propose the method to utilize content package in
TV-Anytime Phase 2 to develop a T-learning environment.

1 Introduction

Digital broadcasting is evolving to a more complex and diverse consumption envi-
ronment due to rapid increase of channels and content as well as various user devices
and networks involved. In this new content consumption context, the personalized
service that makes it allows for a user to more effectively access and select his/her
preferred content at any time and/or in any place becomes increasingly important. To
enable the personalized service, a PDR should be provided a rich set of metadata
about content in addition to content itself.

In addition, nowadays it is hardly impossible to imagine learning without addi-
tional tools like computer-based training (CBT) and E-learning applications via the
Internet. Nevertheless, these new training methods have problems as follows: First,
delivery of video content with high bandwidth requirements is impossible. Second,
video content in today’s Internet learning applications lack true interactivity and it is
not possible to easily browse and explore the video content. Finally, most learning
content is fixed to general preferences and consuming environments. Therefore, we
propose T-learning service that combines the usage of broadcast and optical disc
media for high-quality content distribution and the usage of the internet for personal-
ized content and interaction with the educational institute.

To support personalized broadcasting service and T-learning, we propose to use
TV-Anytime standard. The TV-Anytime Forum is an association of organizations

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 212-223, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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which seeks to develop specifications to enable audio-visual and other services based
on mass-market high volume digital storage in consumer platforms such as a set-top
box (STB). The TV-Anytime Forum’s first specification series specify a set of meta-
data to be used for efficient and personalized access and browsing of broadcasting
content [1], in a PDR-centric environment on a uni-directional broadcast. And re-
cently, it wrapped up its work on Phase 2 including content package [6], which is an
organic collection of various types of contents and can provide various interactive
consumption experiences.

Therefore, in this paper, we first overview TV-Anytime specifications, and sec-
ondly present an end-to-end prototype system for personalized broadcasting services
based on TV-Anytime Phase 1 standard which consists of metadata authoring tool,
transmission server, and set-top box. At the last, we propose the method to utilize
content package in TV-Anytime Phase 2 to develop a T-learning environment in
which problems of new training methods are solved.

2 TV-Anytime System and Metadata

The TV-Anytime Forum is an association of organizations which seeks to develop
specifications to enable audio-visual and other services based on mass-market high
volume digital storage in consumer platforms such as a set-top box (STB). Especially,
the Forum has developed specifications for applications that are independent of net-
works and delivery mechanisms such as Advanced Television Systems Committee
(ATSC), Digital Video Broadcasting (DVB), Association of Radio Industries and
Businesses (ARIB), and the Internet. At the end of 2002, the TV-Anytime Forum
announced its first specification series for Phase 1 [2]-[5], which has been adopted
into other industrial standard bodies such as DVB, ARIB and ETSI. And at June of
2005, TV-Anytime Forum also finished and announced its second specification series
for Phase 2 [6]-[9], which was submitted to ETSI at July, 2005.

2.1 TV-Anytime Phase 1

The Phase 1 specifications enable one to search, select, acquire, and rightfully use
content on local and/or remote storage both from broadcast and online sources. TV-
Anytime metadata are instantiated as XML documents under a root element called
“TVAMain.” Each part of the metadata instances is associated together with the same
AV program by the content referencing identification (CRID) as shown in Fig. 1 [3].
Content referencing is the process of associating a token to a piece of content that
represents its location where the content can be acquired.

As shown in Fig. 1, the basic kinds of TV-Anytime metadata are content descrip-
tion metadata, instance description metadata, segmentation metadata and consumer
metadata. Content description metadata are general information about a piece of con-
tent that does not change regardless of how the content is published or broadcasted.
Instance description metadata describe a particular instance of a piece of content,
including information such as the content location, usage rules, and delivery parame-
ters (e.g., video format). Consumer metadata, borrowed from MPEG-7, include usage
history data (logging data), annotation metadata, and user preferences for a personal-
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ized content service. Segmentation metadata describe a segment or groups of seg-
ments. A segment is a continuous portion of a piece of content. Segmentation meta-
data make it possible to repurpose programs, for example, video highlight, bookmark,
and virtual program. Fig. 2 shows an example for virtual program which is recon-
structed by a user with preference for tennis.

Program title, genre, -
summary, critic’s review Content description
Content creator
For Advanced EPG Program ID
Location (broadcast time & channel), Instance description
usage rules, delivery parameters
Content provider Program ID
CRID
Aser preferences, usage history,
personal bookmarks
consumer Program ID .
For personalized EPG User’s virtual program on Tennis
Segments of segmented content Segmentation — SRR = ——m User
Content creator \ y Preference
For non-linear navigation Program ID ﬁ - 1
T TENNIS

Fig. 1. TV-Anytime metadata and CRID Fig. 2. Virtual program using segment
metadata

2.2 TV-Anytime Phase 2

In addition to Phase 1, the TV-Anytime Forum has finished its work on Phase 2 [6]-
[9], which mainly deals with the sharing and distribution of rich content among local
storage devices and/or network digital recorders in home network environments. Es-
pecially, normative specifications of Phase 2 metadata include the following issues:
packaging, e-flyer, interstitial, sharing, and remote programming.

First, content packaging is a collection of related content components as a unit of
selection, and is an entry point for user ‘experience’. These components can be vari-
ous types of multimedia content such as video, audio, images, web pages, games, and
applications [6]. The data model of a package adopts the multi-level structure of the
MPEG-21 Digital Item Declaration (DID) [10], i.e., container-item-component, along
with some refinements and extensions [6], [11], [12]. The key concepts related to
packaging are as follows:

— Package and component identification: As a package is a unit of selection, the
process is necessary to identify, select, and acquire a package.

— Targeting: Once a package is acquired, member components of the package are
automatically matched and selected according to usage environment such as user,
terminal, network, and nature [6]. To support targeting service, description for us-
age environment and description for interrelation between usage environment and
components need to be provided.

— Content description for package & components: To help user’s and/or agent’s
choice for package and components, descriptive metadata for attributes of them are
supported in a package.

— Synchronization & rendering using relation: (Temporal & Spatial) Relation meta-
data among components is provided to indicate the exact order of components
when they are consumed and the proper position of components where they are
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rendered. Especially, synchronization is a timing service for intended operation
such as multi-stream experience (multi-camera sport or alternative AV).

Fig. 3(a) shows a XML schema for package with multi-level structure of package-
item-component, and Fig. 3(b) shows an exemplary package with two items: the in-
troduction (as video or audio) and the first chapter of a course.

Fackage
Descriptor - ovenal course
Compasition  Itr-1 (Compenent-1 ar Componens-2) pracedes lam-2

: Tom-1
i Descriptor: nboduction 1o course

Campenentd |1 Companent? |z

;| Deseriptor . cours ntaduction| | Deseriplor course intesuction] ©
| | Candi it i

— Halenmien E B‘"m“m‘:r‘;‘:::“ n""; He i
e ; | e
—-=h- == ety | i
=r E
Comparent [ (S 1 |
Neterenze | -
by - Ham-2
e, (P i Deseriptor: chapter |
Ay i “er
L2 o e e o
(a) Package Schema (b) An example of a package

Fig. 3. Package schema and an exemplary package

Second, E-flyer is an attractive metadata concerning business practices such as
price, discounts, advertisements, subscription, promotion, coupon etc [6]. Third, Inter-
stitial is an additional content that may be inserted within, at the start, or at the end of
the primary content item. This additional content includes e.g. advertising spots, station
indents, promos, and graphics. TV-Anytime Phase 2 target more advanced concepts
such as interstitial replacement at playback time within a PDR device based on a num-
ber of criteria. The criteria to be used for the control of what content should be re-
placed, may be explicitly declared using the schema of RuleType [7]. Fourth, sharing
(exchange of personal profiles) provides the method to exchange of user profiles in a
secure environment. It offers a number of possible benefits to both consumers and
service providers. For example, a personalized web-service in which a service provider
provides the response of user's request using his consumer profile data, can offer the
consumer a personally relevant content. Fifth, remote programming is remote control
service for PDR and NDR. It defines protocols and functions to control the remote
recording on PDR and NDR and to deliver the recorded contents and metadata to PDR
and non-PDR remote device (ex. office PC, PDA, mobile phone) [9].

3 A Prototype System for Personalized Broadcasting Service

In this section, we present an end-to-end prototype system for personalized broadcast-
ing services based on TV-Anytime Phase 1. Fig. 4 illustrates overall configuration of
the system in a conceptual level. Metadata authored at the authoring tool are coded as
a binary format (BiM), multiplexed with AV content (programs) into a MPEG-2
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Transport Stream (TS), and then delivered to the client via unidirectional broadcasting
channel. The client terminal (i.e., a PDR) is equipped with various kinds of functional
modules for accessing, searching and browsing content, and enables users to consume
the content in a personalized way. In home network environment, multiple devices
(i.e., sub-PDR’s like mobile devices) can also be connected with the main PDR. Then,
content may need to be adapted, and delivered to diverse types of sub-PDR’s accord-
ing to their capabilities. A bi-directional return channel (i.e., the Internet) provides on-
line metadata services, in which a user could acquire additional metadata related to
programs received from broadcasting channel. Furthermore, it allows targeted ser-
vices according to user content consumption behaviors and/or preferences by collect-
ing user-centric information through the return channel. In the subsequent sub-
sections, we describe each functional modules.

Advanced EFG

Persotalized
. Consamption

N Metadara Aot = @
Mobite PDR

Fig. 4. Overall configuration of the prototype system

3.1 Authoring Tool

The TV-Anytime metadata authoring tool developed by ETRI, is to provide users
visual and intuitive environment for authoring content descriptive metadata.

The over framework encompasses metadata visualization and editing, media ac-
cess, and further several semi-automatic tools for authoring segment related metadata.
First, we employed the extensible stylesheet language (XSL) transformation [13] for
displaying the metadata. Each metadata element or attribute is converted to a visible
or hidden component of the other document (i.e. HTML). The document is made
editable by incorporating some extraneous interactive tools (e.g. forms, javascript),
and may be communicated with the main application for the metadata updating and
enhanced media handling operations. After the metadata are updated, re-visualization
will happen in a sequence to keep the consistency between the underlying metadata
content and the visualized one. The edited results will be saved as an XML document.

3.2 Transmission Server

This sub-section deals with metadata delivery including metadata encoding, encapsu-
lation, and multiplexing. Especially, the architecture of developed BiM Codec and
multiplexing scheme is presented. We basically follow the standard technologies for
delivery of metadata: the MPEG-7 Systems for metadata encoding (BiM) [14]; the
MPEG-2 Digital Storage Media Command and Control (DSM-CC) for metadata en-
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capsulation as data carousel [15], and the MPEG-2 Systems AMD 1 for metadata
multiplexing into a transport stream [16].

Metadata Coding:BiM Codec

For bandwidth efficiency, metadata which is in the form of XML document and need
to be delivered are encoded as a binary format. In addition, in order to allow more
flexible and efficient manipulation of metadata, they are decomposed into self-
consistent units of data, called fragments. According to the MPEG-7 Systems [14],
metadata are basically structured into a sequence of AUs. An AU is composed of one
or more fragment update units (FUUs), each of which represents a small part of meta-
data description. The AU may convey updates for several distinct parts of the descrip-
tion simultaneously. Each FUU consists of a fragment update command (FU Com-
mand), a fragment update context (FU Context), and a fragment update payload (FU
Payload) [14], [17], [18]. At first, the encoder generates Decoderlnit (DI) initializing
configuration parameters required for decoding a sequence of AUs such as identifiers
of instantiated schema, an initial description. In a FUU encoder, each module gener-
ates respective FUU component referring to metadata and user parameters: FU com-
mand code word specifies a command to be executed on a description tree to be main-
tained at a BiM decoder; FU context specifies node of the description tree on which
the FU Command should be executed; FU payload performs a task of compressing
structural information of description and encoding each data type. Finally, FUU com-
ponents are composed into a FU composer and passed to an AU queue.

Metadata Encapsulation and Multiplexing

To deliver metadata over broadcasting channel (here, terrestrial ATSC is assumed),
we first encapsulate an encoded description stream as data carousel and carry it over a
MPEG-2 transport stream [19] by multiplexing with main AV content according to
the MPEG-2 Systems AMD 1 [16].

3.3 Set-Top Box

A prototype system of TV-Anytime compliant PDR consists of the following func-
tional modules: metadata demultiplexer, metadata decoder, and metadata consump-
tion. The PDR extracts metadata from the received ATSC stream by a series of proc-
essing steps of demodulation, demultiplexing of MPEG-2 TS, and decapsulation in
real time. The metadata encoded as a format of BiM (binary format for metadata) is
decoded into TeM (text format for metadata) format, and then the TeM format is
finally decoded into an XML document. The TV-Anytime XML document is parsed
and populated into a DB to be used for personalized content consumption services.
The details will be given in the next Section.

Metadata De-multiplexing

The process of de-multiplexing is illustrated in Fig. 5. By analyzing Program Map
Table (PMT) at first, the value of packet identifier (PID) [20] assigned to metadata
and AV contents can be identified. By referring stream type included in the PMT, the
protocol used for transporting metadata is identified. Finally, the metadata carried
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over TS can be extracted by parsing the used protocol. Then, the extracted metadata
are passed to the metadata decoder (In this case, BiM decoder). As well, AV content
is passed to a MPEG-2 decoder.

s DI FUU decoder parameter  Schema
—>

extractor [

Initial Description

FUU decoder
/.-u{ FUU component extractor
STD descriptor, etc. AV contents Ll =
oaq Description Stream FU command | | FU context
Decoder S8 decoder decoder
2o
39
23 FU payload
PAT PMT Metadata Metadata R decoder
Parsing g Parsing ™ Desapsulation ™ Decoder[* = Update Description
Context
command fragment l
‘ Decoder configuration data T desoription composer
coT
Fig. 5. The process of de-multip lexing Fig. 6. BiM decoder architecture

Metadata Decoding

As illustrated in Fig. 6, the BiM decoder receives Decoderlnit (DI) and metadata
stream, and reconstructs delivered metadata. First, a Fragment Update Unit (FUU)
decoder is initialized by initial parameters and schemas come from the DI. After ini-
tialization by the initial description, a description tree is updated by subsequent Ac-
cess Units (AUs) from the description stream [21]. Then, each FUU component is
extracted from a given AU in a FUU decoder. A FU command decoder refers to a
simple look-up table to decode the update command, and passes it to a description
composer. Decoded FU context information is passed to both of the description com-
poser and a FU Payload decoder. Owing to the FU context information, a FU payload
is decoded to a description fragment in the FU Payload decoder. The FU Payload is
composed of a flag specifying certain decoding modes and a payload which can be
either an element or a simple value. After an entire metadata is recomposed, they are
saved in the metadata/media storage.

Personalized Content Consumption

In order to provide personalized services based on metadata, we have developed a
metadata processing engine based on the TV-Anytime system model [6] emulating a
STB, and built several personalized content access and browsing scenarios.

Metadata-Based Personalized Access and Browsing

— ACG (Advanced electronic Contents Guide)

When a large number of channels is available, ACG helps a user know where
his/her wanted program is located in a broadcasting schedule in an efficient way.
Fig. 7(a) shows the UI for ACG having a weekly timetable in which preferred pro-
grams can be represented by differently colored according to the degree of genre
preference.
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— ToC (Table of Contents) Browser

ToC-based browser provides non-linear navigation of interesting segments from se-
lected program content. From the ToC, users could figure out overall story-structure
of the underlying content and have access to the content in a segment level randomly.
— EbS (Event-based Summary) Browser

Event-based summary in Fig. 7(b) provides a function similar to the index of a book.
Especially, news or sports video, where event is well defined (like news theme, sports
event like goal, etc.), is quite suited for browsing with this way.

— Keyword-based search on segments

Fig. 7(c) shows the keyword-based search on programs and/or segments.

b d
RIS e
=] voeeit |
E

(c) Program/Segment Search (d) Personal Program on PDA

Fig. 7. Personalizes service interface

Program Recommendation using User Preference: Personal Channel

Personal channel is a program rescheduling service according to various kinds of user
preferences or life styles that happens dynamically in the PDR after the ACG infor-
mation has been collected from a number of service providers.

Customized Consumption in Sub-PDRs: Personal Program

In home network environment where various kinds of devices are connected, to pro-
vide appropriate content multimedia information adaptively, we developed a personal
program function that provides customized content according to user preferences
and/or consuming conditions. Fig. 7(d) illustrates the consumption of adapted content
in a PDA by using personal program function. In addition, remote control of main
PDR by using a sub-PDR (PDA) is implemented.

4 T-Learning with TV-Anytime Through Packaging

Owing to the bandwidth limitation, today’s learning systems like e-learning are not
capable of some interesting learning concepts like multi-angle video or watching
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multiple streams simultaneously. Besides bandwidth issues, video in today’s Web-
based learning is plagued by two additional problems: lack of interactivity and lack of
accessibility control [22]. Video on the Web doesn’t have true interactivity, e.g., ask-
ing a question after a short video segment. It decreases the effect of education because
limited interactivity makes it impossible for learners to actively participate in the
education and to select preferable contents. Furthermore, although students have dif-
ferent user preferences and consuming environments, current learning applications are
targeted on a certain platform, e.g., browser, and are not adjustable to user prefer-
ences. This really downgrades the quality of the learning system and the learning
experience.

Therefore, to maximize the effect of education, the weakness of today’s leaning
systems need to be eliminated. To overcome the weakness, in this paper we propose
the personalized educational contents service scenario through package which can
provide preferable educational contents to each learner.

4.1 T-Learning Scenario

Fig. 8 shows overall operation scenario by the proposed personalized educational
contents service through package. Details for each step are as followings:

1. First, the student attends or joins the course at university, college, or some other
learning institute.

2. Second, the institute delivers the course on a disc, e.g., DVD or Blu-ray, which
stores the basic learning package.

3. Third, the student studies the course at home using their personal devices and
preferences.

e The “PVR” gateway uses the user and terminal conditions to select the appro-
priate content, e.g., audio over video for a audio-only terminal, in order to target
the package as closely as possible to the user preferences and consuming
environment.

e The “PVR” gateway handles the location resolution where a CRID resolves in
the locator of contents that is locally available, e.g., on a disc or hard drive.

o After the acquisition of contents using locator, learners can study.

4. Fourth, additional high-definition course material is delivered via a broadcast net-
work, e.g., ATSC, DVB, or ARIB, and low-demanding material via Internet.

5. Finally, the Internet is used for personalized content and interaction with the
institute.

e At the location resolution step above, when content is not locally available, loca-
tion resolution is delegated to the service provider, which then provides the
locator.

¢ Contents can be acquired from contents server on the Internet using locator, and
then consumed.

e Learners can acquire and consume various educational contents targeted to the
capability, preference, and usage environment of learners using Internet.
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By introducing disc and broadcast technology, it is possible to deliver high quality
(e.g., high-definition) video to the student, and it relieves the student and learning
application to download this content via the Internet. Now, the Internet can be utilized
for personalized content, e.g., exercises on topics that the student doesn’t master, and
interaction with the institute, e.g., video conferencing with a teacher. To support these
interactive educational services, it is most important to create a proper content. Pack-
age in TV-Anytime Phase 2 can be the most proper one, because it is an organic col-
lection of various types of contents, so it can provide various interactive consumption
experiences. The next sub-section presents an exemplary package instance for pack-
age-based T-learning.
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Fig. 8. Student learning scenario

4.2 Exemplary Package Instance for Package-Based T-Learning

The proposed package instance used for package-based T-learning is made for guitar
lesson. The lesson consists of five levels as beginner / basic / intermediate I / interme-
diate I / Advanced. Each level has five one hour lessons. Each lesson is composed of
1 video clips (animated presentations), 1 audio clips and an application for test. Each
lesson works as follows:

— Teaches each technique by showing video with synchronized audio
— Asks to practice with microphone on,.
— Listens to the practice and checks if the learner produces correct sound via applica-
tion.
e When there is a difference in sound, tells where the difference is and possible
cause of the error.
o If there is a significant difference, and if necessary, asks to go to the easier les-
son and practice more.
o [f the practice sounds good, it tells to advance to the next lesson.

The xml snippet shows suitable component per each usage environment and rela-
tionship between item and/or component like contiguous.
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<!__*********************************************************__>
<!-- Content for Intermediate Level 2 Lesson 5 -—>
<!__******************************************************** ==
<Item>

<Condition require="Intermediate_II_5th"/>

<Item>

<Relation href="urn:tva:metadata:Phase2:cs:TemporalRelati-
onCS:2005-03" source="appl_ I2_L5" target="video_I2_L5">
<tva:Name>contiguous</tva:Name>

</Relation>

<Item item_id="audio_I2_L5">
<Descriptor> ... </Descriptor>
<Component>

<Condition require="Audio_AAC"/>
<Resource crid="crid://www.iebs.com/Guitar_ Learning/
Intermediate_II_L5_Audio" imi="imi:GL_I2_L5_AAC1l
imi:GL_I2_L5_AAC2"/>

</Component>

<Component>
<Condition require="Audio_MP3"/>
<Resource crid="crid://www.iebs.com/Guitar_Learning/
Intermediate_II_L5_Audio" imi="imi:GL_I2_L5_MP31
imi:GL_I2_L5_MP32"/>

</Component>
</Item>
<Item item_id="video_I2_L5"> ... </Item>
<Item item_id="appl_ I2_L5"> ... </Item>
</Item>

</Item>

5 Conclusion

In this paper, we give an outline of TV-Anytime specifications.

And we introduced a prototype system of PDR based on TV-Anytime metadata and
system model. By extracting the instance of metadata description based on TV-Anytime
specification, the proposed personalized services can be served between the TV-Anytime
compatible devices. This technology can be applied to intelligent and customized digital
TV broadcasting terminal and web-based customized services using user preference.

Subsequently the paper presented interactive and personalized T-learning services
based on TV- Anytime metadata. These services combine the usage of broadcast and
optical disc media for high- quality content distribution and the usage of the internet
for personalized content and interaction with the educational institute. At the exem-
plary package instance for proposed package-based T-learning, selectable conditions
based on various usage environments, suitable component per each condition, and
relationship between components are shown.

Nowadays, we are working on designing and implementing a test-bed for validat-
ing package-based T-learning services.
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Abstract. This paper describes SceneCabinet/Live!, which is a system that
generates real-time segment metadata using audio/video indexing and natural
language processing to provide viewers with a continuously metadata update
service of live programs. It significantly reduces the costs of generating
segment metadata that is relevant to the viewer and reduces the time by about
half. It enables metadata to be sent without delay in a metadata updateable
service. We approached using audio/video recognition technologies to make
index of the scene like a book because video programs are difficult to search
scenes in. Segment metadata is used on broadcasting-telecommunication
linkage services, affording a new way to view programs on optical and
broadcast networks by supporting TV digests and videos from VoD services.
These new metadata services are more convenient to use and more enjoyable to
watch than conventional ones.

1 Introduction

In Japan, digital satellite and digital terrestrial broadcasting services are currently in
use, and we are now investigating next generation broadcasting-telecommunication
linkage services called server-based broadcasting.

Server-based broadcasting provides a new way of watching TV programs using
metadata. For example, during baseball game broadcasts viewers can switch back and
forth, search for and replay the most interesting scenes (e.g. homerun scene, hit
scene), using Video on Demand (VoD) as shown in Figure 1.

In this service, we generate segment metadata that give a description of scenes of a
program (title, synopsis, keywords, start-time, duration, key image, program-
information, etc.) and the metadata is continuously updated during the program.
Figure 2 shows an example scene metadata on baseball game. Audience can find the
scene easily using it. However, generating segment metadata manually is difficult and
costly, because few videos have indices like books. So it is difficult to find scenes in
videos.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 224233, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Picture transition (continuously update metadata service)

After studying ways to reduce the cost of generating metadata for live programs,
we developed SceneCabinet/Live!, which is cost effective and relatively easy to use.
Metadata generated SceneCabinet/Live! is encoded in XML. Among the formats that
SceneCabinet/Live! supports is the TV-Anytime metadata, the international standard
metadata format for broadcasting, specified by the TV-Anytime Forum [4], and
currently part of ETSI technical standards [2]. The TV-Anytime metadata can express
a lot of information for broadcast contents and video contents.
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Fig. 3. TV screenshots (continuously update metadata)

On the other hand, a continuous metadata update service needs to send metadata to
receiver. During a live program, metadata is continuously updated as the program
progresses. Then the viewer is able to watch the action soon after it takes place.
Therefore, it is essential that metadata transmission not be delayed

There are some ways of metadata distribution to receivers. One of the ways is
using IP networks and another one is by DSM-CC data carousel which we use in this
experiment; as shown in Figure 4, this sends metadata to receiver using a radio
frequency (RF) network. We can view the scene metadata on receiver with a BML
(Broadcast Markup Language) browser (see Figure 3), which is the standard markup
language used in interactive digital data services for digital satellite and digital
terrestrial broadcasting systems in Japan.
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For the metadata update service, it is imperative that the delivery of metadata be
timely. Timely delivery of updated metadata often hindered in practice by prohibitive
cost of generating metadata and the bottlenecks in transmission. So we have studied
the reduction in cost of metadata generation and verified if there is a bottleneck of the
metadata transfer.

The remainder of this paper is organized as follows: Section 2 describes our
approaches of metadata generation and metadata distribution. Experiments and results
of metadata generation and metadata distribution for the continuously metadata
update service are described in section 3 and we conclude the paper in section 4.

2 Our Approaches

2.1 Audio/Video Recognition

Scene Cabinet, which is described in a previous study [3], aggregates video analysis
(scene changes, camera work, and subtitle recognition), speech recognition, and
natural language processing techniques. It can automatically generate a key image list.

The key image browser that displays the results of video analysis and speech
recognition with image, time point and recognition result (See Figure 5). It is effective
for reducing the amount of work required to select a scene and generate segment
metadata. The operator can replay scenes from a key image point. It creates a screen
that looks like a table of contents for the video.

2.2 Creating a Synopsis Using Speech Recognition

To create text for a scene synopsis, the audio can be added verbally using a
microphone and is automatically converted into text that is displayed on the user
interface. Particularly during sporting events like baseball games, it is difficult to
recognize voice of the sports commentator. In this case, we can use the voice of
another person who gives orally the synopsis of the game. Speech recognition results
are listed on the speech recognition results browser. And operator clicks on one of the
results to replay video at the start time of the result.

Player A’s first ‘ Player A’s first | iz
at-bat is doubles | at-bat is 2B e

i R

Synopsis Speaker  Speech Recognition Metadata Authoring GUI
(Speech recognition resulit)

Fig. 4. Speech recognition workflow



228 Y. Kon’ya et al.

One of the sentences, input to the recognition results browser as metadata
corresponding to the scene, is selected and copied onto the metadata editor as the
synopsis. It is difficult to search the target of result because the results queue up in
time ascending order. If operator sets start time and end time at the metadata editor,
SceneCabinet/Live! recommends the result between start time and end time by
brightening the characters .

2.3 Automatic Keyword Generation Using Natural Language Processing

Keywords can be extracted automatically using natural language processing. This
function was developed and described in our previous work, SceneCabinet. [3]

Keywords are generated by pressing the “keyword” button on the metadata editor.
This activates natural language processing and keywords are automatically extracted
from the title, thus creating a synopsis.

2.4 Metadata Generation Workflow Using SceneCabinet/Live!

Figure 5 shows metadata authoring GUI of Scene Cabinet/Live!. It is so designed that
operator can obtain much information at a time. There are 5 panes (play back monitor,
metadata editor, key image browser, timeline, and speech recognition result browser).
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The following describes the work flow of metadata generation for baseball game.
Some processes depend on the details of a program.

I

1I.

.

1v.

VI

VII.

Search scene from key image browser
It is useful video analysis result of camera work and subtitle recognition in
case of baseball game.

Decide start time, end time and key image of the scene using Playback
monitor and Metadata editor

Click the key image and check the video on play back monitor. And set start
and end time using fast-forward button and +15seconds, +1second or +1 frame
jump button under the Playback monitor.

Generated title at metadata editor

In this case, we customized the metadata editor for baseball game. It has radio
buttons, check boxes, a pull-down menu and an input box. Operator can make
scene title (innings, player’s name, at-bat result) by only selecting from the
menu.

Set synopsis at metadata editor (see Sect 2.2)
Set keyword at metadata editor (see Sect 2.3)

Save scene metadata
Press the save button under the metadata editor.

Upload the metadata to metadata transmission server (c.f. data carousel
server ).

broadcasting

Metadata multiplexer and

LR receiver
distribution servell |Carousel server

Video

+
{ metadata l

SceneCabinet/Live !

Fig. 6. Metadata distribution and update workflow
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2.5 Real-Time Metadata Distribution

During a live program, metadata is continuously updated as the program progresses.
The viewer is able to watch the action soon after it takes place. Therefore, it is
essential that metadata transmission not be delayed.

Figure 6 shows metadata distribution and update work flow. Metadata is
distributed from metadata distribution server and multiplexed by the multiplexer.
After that, the data carousel server sends to receivers. The data carousel server
transmission system executes everything from the delivery system to the receiver. [5]
The processing time of metadata transfer is the key point of the service. If there is a
bottleneck of the metadata transfer, this service is unachievable. Note that sending
metadata by data carousel server is only one way to continuously metadata update
service.

3 Experiments
In this section, we report on the experiments we conducted to verify our method.

3.1 Real-Time Metadata Generation

We conducted a series of experiments to compare the relative efficiency of generating
segment metadata using SceneCabinet/Live! (task model A) and preparing the same
segment metadata by manually operating the time-shift replay function, while
recording the live baseball program on a hard disk recorder (task model B).

We asked six operators to take part in the experiments as subjects to compare
segment metadata generation costs using SceneCabinet/Live! (Task model A) with
manual operations (task model B). The subjects know the rules of baseball, can use
hard disk recorder, and has been video authoring using PC video edit software.
Figures 5 and 6 show the results.

The subjects performed each task model and were asked to generate segment
metadata for all the batter scenes from one baseball game broadcast. They were
required to use the following rules to generate the metadata for each batter scene.

»  Start time: Time that pitcher begins to throw the last ball to batter

»  End time: Time when results of hit and strikeout, etc. can be distinguished

> Title: Short sentence containing the batter’s name, result, inning

»  Synopsis: Sentence explaining the scene including inning, batter’s name, results,
out count, runner situation, and pitcher’s name

»  Keywords: Nouns and proper nouns included in title and synopsis

We measured the delay time of the metadata input. We defined the delay time as
the time from the end of batting scene to the finished input at the end of the scene.

Figures 7 and 8 show the results of task models A and B, executed by six subjects.
The horizontal axis of each graph represents the scene number from the beginning of
the program, and the vertical axis represents the delay time of the metadata input.
Figure 7 shows that the metadata input delay time for all subjects were almost
constant, even as the program progressed, as in task model A. The maximum delay
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time was in ten minutes. On the other hand, in task model B, we noticed a tendency
for the delay time to increase as the program progressed, as seen in Figure 8.
As a result, we verified that model A’s task time using SceneCabinet/Live! was
shorter than for task model B.
The fastest subject did not take as much time as the other subjects to create a detailed
outline sentence or confirm the results. Therefore, there was a difference in work speed
based on the subject’s knowledge of the rules and understanding of the task.
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However, these individual variations did not have a significant influence on the
system performance. Therefore, this system can operate efficiently without operators
who have a high level of understanding of the program content.

In task model B, the graph showed a significant difference between the oral input
and the manual input. It depended heavily on the operator’s skill and specialized
knowledge about baseball, unlike task model A where the subjects were able to
perform the task easily and effectively, even without specialized skills.

After the experiments we interviewed the subjects for their opinions about the system.
We asked them about their level of fatigue, the comparative difficulty/ease of using the
system, the value of the system, and so on. The answer to the question “whether task A
was hard” (answer key; ‘too hard’, ‘a little hard’, ‘not so hard’, and ‘easy’) five subjects
answered that task A was ‘too hard’ subject replied ‘a little hard’. And the answer to
another question “whether Scene Cabinet/Live! was easy to use” (answer key; ‘too
difficult’, ‘difficult’, ‘easy’), all subjects replied that task B was ‘easy’ to use.

3.2 Real-Time Metadata Distribution

In the metadata transmission experiment, we used the segment metadata update
service during a live program to determine the optimal value and verified the data
carousel transmission speed.

We changed the size of the metadata files into three patterns (17, 52, and 109

Kbytes) and the transmission speed of the data carousel into five patterns (32, 128,
320, 500, and 3,000 kbps). Figure 9 shows the results.

The horizontal axis represents the file size of metadata and the vertical axis
represents processing time of metadata transmission from the data carousel server to
receiver. Each line of the graph shows each transmission speed.
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Fig. 9. Processing time of metadata distribution
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This graph shows that when the metadata transmission speed was 32 kbps, the
processing time was in proportion to the metadata size. Further, when the
transmission speed was 128 kbps or more, it was almost horizontal, which is
sufficient to support transmissions. The size of the file was 17 Kbytes, which means
that the file includes segment metadata from each batting scene (about 30) in the two-
hour baseball relay program.

In other words, 128 kbps is sufficient for transmitting six programs at the same time.

4 Conclusions

We described our design and implementation of Scene Cabinet/Live!, which
generates segment metadata and provides a better transmission speed to enable faster
distribution of live programs on broadcasting-telecommunication linkage services .

Scene Cabinet/Live! is useful for generating a continuously updated segment
metadata service for live programs like baseball game. It can also reduce the costs of
generating metadata to about half.

We proved the value of our program for efficiently generating metadata for live
broadcasting. We therefore believe that SceneCabinet/Live! is one of the useful
software for metadata generation.

We used this system for baseball game this time and our previous study Scene
Cabinet for news archives. We will apply the system to other genres of video. We
expect that it will become a useful system, by slight customization of its speech
recognition dictionary and the metadata editor. These customizations are easy because
they can be done by only changing property files.

This system, however, cannot make metadata without operator. So our future plans
are to make scene metadata generation more automatic by using other recognition
engines such as, for example, a motion recognition engine.
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Abstract. DTV data broadcasting offers broadcasters the new business model
to acquire considerable revenue from digital broadcast. When the broadcasters
integrate and maintain the data broadcast station system, they encounter the cost
to be paid unnecessarily because there is no common interface specification
among the equipments of DTV station system. This paper describes the flexible
and open interface that will decrease the wasteful expenses in moving the tran-
sition to data broadcast station system.

1 Introduction

Data broadcasting has became to be an important role in providing users with multi-
media data including rich information as the broadcasting environment is evolving
from analog to digital. Data broadcasting provides users with the interactive and en-
hanced services by sending data elements in broadcast television transport. Data ap-
plications deliver the additional and useful information to viewers with a various type
of media through a broadcast channel.

To provide data broadcast service, DTV broadcasters need several functional com-
ponents to deliver data broadcast through DTV broadcast system. The most essential
component is a so-called data server to encapsulate data elements into MPEG-2 trans-
port stream. DTV broadcasters insert the data server into their DTV broadcast sys-
tems for supporting data broadcasting.

Although all the DTV broadcast systems utilize data server with same or similar
function, they have each different interface between data server and other components
because there is no common interface specification for DTV data broadcast system.
Therefore, equipment manufactures and system integrator of data broadcasting should
implement the interface specific to DTV broadcasters whenever they set up the data
server to DTV data broadcast system. This is why that the integration work of data
broadcast system not only decreases the flexibility of system extension but also in-
creases the cost of system maintenance. The inoperability interface of DTV broadcast
system may be a considerable obstacle when DTV broadcasters intend to change their
DTV broadcast system to data broadcast system.

In recent years, ATSC(Advanced Television Systems Committee) has published
PMCP(Programming Metadata Communication Protocol)[1] standard, the interface
standard for exchanging PSIP(Program and System Information Protocol)[2]

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 234 —245, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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information among components of DTV broadcasts system. The ATSC PSIP stan-
dard, an essential element of the ATSC DTV system, provides a methodology for
transporting digital television system information and electronic program guide data.

The PMCP specification will enable broadcasters and manufacturers to intercon-
nect systems that process PSIP and other DTV metadata such as traffic, program
management, listing service, automation, MPEG encoder, and PSIP generator. PMCP
guarantees the interoperability among components that are required to exchange the
PSIP information.

PMCP is based on XML (extensible markup language) message that is flexible and
usable for various system architectures. ATSC, therefore, has a plan to extend PMCP
to support ACAP(Advanced Common Application Platform)[3] data broadcasting,
enhanced 8-VSB and non-PSIP metadata in the near future. ATSC has particularly
decided to develop PMCP for data broadcasting in the first place. PMCP extension for
data broadcasting can be developed by not only inserting data server into the PMCP
reference system but also defining the new element of encapsulation, signaling and
announcement for data broadcasting.

This paper describes the design of PMCP extension metadata to enable data server
to transport ACAP data application in data broadcast system. The PMCP extension
has interoperable interface for not only PSIP server but also data server if the PMCP
extension metadata is standardized in ATSC.

2 Data Broadcast System

In order to provide content creators with the specification necessary to ensure their
data to run on all kinds of receivers in equal performance, ATSC published DASE-
I(DTV Application Software Environment-Level 1)[4] and ACAP[3] which define a
software layer (middleware) that allows interactive and enhanced contents to run on
receiver in a platform-independent manner. In particular, ACAP has been developed
in need of the harmonization between DASE and OCAP (OpenCable Application
Platform)[5] published by CableLabs.

In order to provide users with data broadcast through a broadcast channel, broad-
casters need the emission station system to encode the data created according to the
data broadcast standards [3,4]. ATSC DIWG(Data Implementation Working Group)
recommends not only functional components but also physical interfaces in the emis-
sion station for data broadcasting emission. However, ATSC DIWG doesn’t define
the specific interface message so as to operate each functional component.

ATSC DIWG proposed the emission station environment for data broadcast in
IS/151[6]. Fig. 1 shows the essential components of the emission station environ-
ments. The emission station consists of audio/video encoder, multiplexer manager,
CA(Conditional Access) generator, PSIP server and data server. The emission station
generates MPEG-2 transport streams containing compressed video and audio with
encapsulated data and system information tables. Data server plays an important role
in encapsulating data elements into MPEG-2 transport stream. Multiplexer manager
sends PSIP information into PSIP server and data information into data server for
operation. Data server needs to be inputted with encoding information so as to
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generate data stream according to the transport protocol defined in the data broadcast
standard[3, 7-11].

The information of PSIP and data has been defined with various formats per
broadcasters. In terms of PSIP information, PMCP provides the common interface
specification between PSIP server and other components. However, there is no inter-
face for data server with regards to data information.

In order to provide the interoperable interface between data server and other com-
ponent of system, The PMCP schema should be extended for data broadcasting and
data server should be added into PMCP reference system to encode data as well as to
generate PSIP table.

Data server is connected into PMCP interface not only because data server needs to
exchange the data information with PSIP server, but also because multiplex manager
such as program management system, traffic system and automation system should
control the operation of data server according to broadcast schedule. The following
section describes the data broadcast metadata that data server should receive from
other components.

3 Data Broadcast Metadata

The PMCP schema should be extended to describe the data information to enable data
server to encode data application into transport stream. PMCP extension schema
therefore should consider the following requirements:

o PMCP extension schema for data broadcasting should be backward compatible
with PMCP schema so that conventional DTV station system based on PMCP
schema can easily be implemented to data broadcast station system.

o PMCP extension schema should include the announcement information to create
program and system table for data broadcasting.

® PMCP extension schema should describe the encapsulation information to en-
capsulate data into MPEG-2 transport stream.

o PMCP extension schema should contain the signaling information to generate
system table into MPEG-2 transport stream.
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Data information consists of announcement, encapsulation and signaling. ATSC
defined data carousel [7], object carousel protocol [3] with respect to signaling and
encapsulation for data broadcasting. ATSC also specified DET(Data Event Table) to
announce data broadcast service in A/90 [7]. Although DET is not defined in ACAP,
it may be used with announcement for ACAP in terrestrial data broadcasting.

3.1 PMCP Extension Schema for ACAP Announcement

Fig. 2-(a) shows PsipEvent element[1] that describes PSIP event related with audio
and video excluding data. The PMCP schema for data broadcast, therefore, needs the
new element to depict PSIP event with regard to data as shown in Fig. 2-(b).

Describes a PSIF "Event”,
i an elemnent of the
program guide,

Describes 2 PSIP "Data event”,
i, an element of the data
pragram quide.

L--: PrivatePmcplnformation

(@ (b)

Fig. 2. Announcement Element (a) PsipEventType diagram (b) PsipDataEventType diagram

The new element can be named PsipDataEvent. PsipDataEventType is similar to
PsipEventType in terms of schema structure. The “PsipDataEvent” element enables
the PMCP schema to be extended for ACAP announcement.

There are four differences between PsipDataEventType and PsipEventType. First,
PsipDataEventType has a “Datald” element instead of an “Eventld”, used to label or
reference the event related to data. Second, PsipDataEventType contains more than
one “Contentld” element because data contents are created and managed by means of
the “Contentld” elements to be assigned apart from A/V content. Third, Psip-
DataEventType includes a “DetPrivateInformation” element and a “DetDescriptor”
element instead of an “EitPrivateInformation” element and an “EitDescriptor” ele-
ment, needed for generating PSIP DET[7]. Fourth, PsipDataEventType includes only
the “Name” element and “Description” element among the children of “ShowData”
element because Data Event Table don’t have to carry the information related to the
parental rating, audio service, caption service and redistribution control as Event In-
formation Table. The “Name” element describes the data event title in the format of
the Multiple String Structure and the “Description” element represents the detailed
description of a data event.
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3.2 PMCP Extension Schema for ACAP Encapsulation

The data and attributes of one U-U object in an object carousel are transmitted in one
message. The message format is specified by the BIOP(Broadcast Inter ORB Proto-
col) and is referred to as the BIOP Generic Object Message format. BIOP Messages
are carried in Modules of Data Carousels[12]. A module is composed of the one or
more BIOP Message. Each object in the module is identified by the objectkey. Ac-
cording to the DSM-CC data carousel specification, each module is fragmented into
one or more Blocks which are carried in a DownloadDataBlock message as shown in
Fig. 3.

Message Headers and SubHeaders

Object ('m'ou.\x\‘l: / J \

BIOP messages TG0 1 ( Directory) ] JObj-2 (Stream)]J [Obi-3 ( File)
Download
Data Carousel : Modale-1
Module- i H
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and i 5 - i i) S _\‘
. [Block-1 |Block-2 | [Block-3 *h;mu [Block-5 |-
. '- SN
. = I Section-1 IScu tion-2 ISculitJn-J IScch'un-:l ISculinn-."' I
Sections J\
I
Section Headers

Fig. 3. Encapsulation and Fragmentation of BIOP Messages

The AcapObjectCarouselType is divided into two children element : “DataCarou-
sel” element and “ObjectCarousel” element. “DataCarousel” element represents the
information of data carousel that delivers the BIOP messages in modules, and the
“ObectCarousel” element contains the information of BIOP messages of the object
carousel.

Fig. 4. AcapObjectCarouselType diagram

3.3 PMCP Extension Schema for ACAP Signaling

The signaling information enables receivers not only to identify applications associ-
ated with a service and their location from which to recover them. ACAP standard
specifies PMT(Program Map Table) and AIT(Application Information Table) to sig-
nal data application into receiver. The PMCP extension schema for data broadcasting,
therefore, should include the elements to describe the information relating to both AIT
and PMT.
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3.3.1 AcapApplicationType for ACAP Signaling

The Application Information Table describes applications and their associated infor-
mation. Each Application Information Table includes one “common” descriptor loop
at the top level for descriptors that are shared between application of that sub table
and a loop of application. Each application in the application loop has an “applica-
tion” descriptor loop containing the descriptors associated with that application. Fig. 5
illustrates the syntax structure of AIT defined in ACAP[3].

Application lnformartion Table

| application_type

Grencrie Application | eseriptors

| Transpart Protocal Descriptor

| Downloand Info Indicatim Location Descriptor

Application

Application ldentifier

| organization_id application_id |
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Application Descriptors
Avpplication Specitic Descriptors i Application Representalion
! Specific Descriptors
ACAP-1 Application Drescriptor

Application Descriptor

Applicatin Name Descripuor ACAPT Applicatin Location Descripuor

Applicatin Jeon Descriplor ACAP-X Application Descripior

Thmamluand Info Tndication Tucalion ACAD-X Application Boundary

|
|
|
heseriptor |

|

|

il

I'retereh Deseriptor :f |

Descriplor

Fig. 5. Syntax structure of AIT

Descriptors of AIT are categorized into three parts: generic application descriptor,
application specific descriptor and application representation specific descriptor. Ge-
neric application descriptors are included in common descriptor loop. The application
specific descriptors also are specific to the application instance. Application represen-
tation specific descriptors are specific not only to application instance but also to
application representation.

AcapapplicationType ==

Fig. 6. AcapApplicationType diagram
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The AIT and descriptors mentioned above can be represented with the schema as

shown in Fig. 6.

The “TransportProtocol” and the “Diil.ocation” describes the information of trans-
port protocol descriptor and download info indication descriptor respectively. The
“Application” element not only defines the organization_id, application_id and appli-
cation_control_code with its attribute but also include the elements to describe the

information of application descriptors of AIT.

PMT
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‘ Delerred Association Tags Descriplor

Elementary Stream Info

| Stream_type

| Elementary PID

Inner Descriptor Loop

Carousel Identifier Descriptor

Application Signaling Descriptor

Data Broadcast D Descriptor

Stream Identifier Descriptor

1 | Association Tag Descriptor

Fig. 7. Syntax structure of PMT for ACAP data broadcasting
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Fig. 8. ChannelType diagram for ACAP data broadcasting
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3.3.2 ChannelType for PMT Signaling

In order to describe the elementary streams of the object carousel, The PMCP schema
extended for ACAP data broadcasting should include the additional several elements
to describe PMT descriptors. Fig. 7 represents the several PMT descriptors relating to
data broadcasting. The first loop for PMT descriptor delivers deferred association tags
descriptor; the second loop for PMT descriptor consists of carousel identifier descrip-
tor, application signaling descriptor, data broadcast id descriptor, stream identifier
descriptor and association tag descriptor.

Fig. 8 illustrates the schema of PMT descriptors for object carousel. New ele-
ments, which describes PMT descriptors for data broadcasting, can be added into
“ElementaryStream” element of the ChannelType defined in PMCP[1] because “Ele-
mentaryStream” element plays a roll in describing the information of second loop
descriptors for PMT.

3.4 PMCP Extension Schema for ACAP Data Broadcasting

Fig. 9 illustrates the AcapDataServiceType to define the information of encapsulation
and signaling for data broadcasting. The AcapDataServiceType can be composed of the
“Contentld” element, “AcapApplication” element and “AcapObjectCarousel” element.

Contentld

(AcapDataServiceTgpe = ==

Fig. 9. AcapDataServiceType diagram for ACAP encapsulation and AIT signaling

The “Contentld” element provides the linkage between AcapDataServiceType and
PsipEventType, or AcapDataService and PsipDataEventType. The linkage enables
ACAP transport stream to obtain the schedule information from PsipEventType or Psip-
DataEventType that describes start time and duration with its attributes. Both the “Aca-
pObjectCarousel” element in Section 3.2 and the “AcapApplication” element in Section
3.3.1 describe the encapsulation and the signalling information defined in ACAP[3].

The extended PMCP schema for data broadcasting has newly defined ‘“Psip-
DataEvent” element for ACAP announcement in Section 3.1 and “AcapDataService”
element for ACAP encapsulation and AIT signaling in Section 3.2 and 3.3.1, In addi-
tion, it has described the “Channel” element to be modified for PMT signaling spe-
cific to ACAP in Section 3.3.2. The “AcapDataService” element consists of three
elements such as “Contentld” , “AcapObjectCarousel” and “AcapApplication”. Both
the “AcapObjectCarousel” and the “AcapApplication” should be combined with an
“AcapDataService” element in that an ACAP data broadcast service is provided with
the AIT and the object carousel that delivers applications and their signaling
information respectively. The “AcapDataService” element contains “Contentld”
element defined in the “PsipEvent” or the “PsipDataEvent” in the PMCP schema to
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associate an ACAP transport stream with a show event. The “Contentld” element
enables “AcapDataService” element to identify the schedule information defined in
“PsipEvent” element or “PsipDataEvent” element. The schedule information is used
in controlling the delivery of the transport stream of ACAP data service.

+-4 Channel

Fig. 10. PMCP Extension Schema for ACAP Data Broadcasting

4 Implementation of Data Server Based on Data Broadcast
Metadata

ETRI has implemented ACAP data server to be operated through PMCP extension
schema for data broadcasting as shown in Fig. 11. PMCP extension schema defines
all the kinds of information needed for delivering data broadcast program. Data server

Data Server

1. PMCP extension
metadata, . T
i data elements Parsing 3.Contentld 5.Contentld B . 7.MPEG-2 TS
Manager Block Block
Scheduling
2. PMCP extension 4. Schedule 6.Data elelements
metadata, information signaling and
data elements efcapsulation information
Storing

Block

Fig. 11. Data server block structure based on PMCP extension metadata
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first receives the data broadcast metadata from multiplexer manager. The data broad-
cast metadata is represented with XML message according to PMCP extension
schema defined in Section 3.

Fig. 11 illustrates the structure of data server that has been implemented according
to PMCP extension. Data server consists of parsing block, scheduling block, storing
block, encapsulation block.

e Parsing block receives PMCP extension metadata and data broadcasting con-
tents from multiplexer manager. It registers data broadcasting contents and sys-
tem information, schedule information, encapsulation information extracted
from PMCP extension metadata into storing block. It obtains the schedule in-
formation from the attribute of PSIP data event metadata and system (channel)
information by using Contentld. It sends schedule researching information, Con-
tentld into scheduling block.

® Scheduling block obtains the schedule information stored in the storing block
by Contentld delivered from the parsing block. It checks out when data broad-
cast contents is delivered. It sends Contentld corresponding with data broadcast
contents that should be delivered at a specific time into the encapsulation block.

e Storing block has the database for storing the scheduling, encapsulation infor-
mation and data applications. Database is designed to be associated scheduling,
encapsulation, data broadcast contents through the unique identifier, Contentld.
Therefore, the scheduling block and encapsulation block could search data ap-
plications, scheduling, encapsulation by Contentld.

e Encapsulation block searches and obtains data applications, encapsulation and
signaling information corresponding with the Contentld to be delivered from
scheduling block. It encapsulates data applications into MPEG-2 transport
stream according to the system and encapsulation information.

Fig. 12 illustrates the operation flow of data server as followings;

’ 1. Recieves data elements and PMCP extension Metadata ‘

!

’ 2. Regisers data elements and PMCP extension Metadata ‘

!

3. Checks out start time of data elements by the schedule
information

!

4. Encapsulates data elements into MPEG-2 Transport Stream

End

Fig. 12. The operation flow of data server
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[Step 1] Data server receives data elements and PMCP extension metadata including
system and encoding information such as data type, data location, encapsulation
method and signaling information from Multiplexer Manager.

[Step 2] The parsing block obtains resisters data elements and system and encoding
information into storing block.

[Step 3] The parsing block sends Contentld into scheduling block.

[Step 4] The scheduling block searches the schedule information stored in storing
block by Contentld.

[Step 5] The scheduling block checks out start time of data elements by scheduling
information to be acquired from storing block.

[Step 6] The scheduling block provides the encapsulation block with Contentld corre-
sponding with data elements to be transported.

[Step 7] The scheduling block provides the encapsulation block with Contentld corre-
sponding with data elements to be transported.

[Step 8] The encapsulation block acquires data elements and encoding information
from the storing block.

[Step 9] The encapsulation block encodes data elements into MPEG-2 transport
stream according to encoding information.

Data server encapsulates data application into DSM-CC object carousel and gener-
ates AIT table according to data broadcast metadata. And then the encapsulated data
application and AIT is packetized with MPEG-2 transport stream. Data broadcast
system combines both the multiplexed data and AIT transport stream delivered from
data server and audio/video transport stream generated from A/V encoder into a
MPEG-2 transport stream, which is transferred into receiver.

5 Conclusions

ETRI has designed the system interface to support data broadcasting by extending
PMCP schema. The extension of PMCP for data broadcasting can be easily developed
not only by adding data server into PMCP reference system model but also by defin-
ing new elements without modifying the current PMCP schema. It increases the flexi-
bility and usability of data broadcast system in that it guarantees the interoperable
interface among data broadcast components such as data server, PSIP server and mul-
tiplex manager.

It will be the next version of current PMCP standard since standardization of open
interface for data server may become extremely important as DTV data broadcast
system become more prevalent.
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Abstract. We previously presented a demosaicking method that simultaneously
removes image blurs caused by an optical low-pass filter used in a digital color
camera with the Bayer's RGB color filter array. Our prototypal sharpening-
demosaicking method restored only spatial frequency components lower than
the Nyquist frequency corresponding to the mosaicking pattern, but it often
produced ringing artifacts near color edges. To overcome this difficulty, this
paper introduces the super-resolution into the prototypal method. First, we for
mulate the recovery problem in the DFT domain, and then introduce the
super-resolution by the total-variation (TV) image regularization into the
sharpening-demosaicking approach. The TV-based super-resolution effectively
demosaics sharp color images while preserving such image structures as inten-
sity values are almost constant along edges, without producing ringing artifacts,
but it tends to flatten signal variations excessively in texture image regions. To
remedy the drawback, furthermore we introduce a spatially adaptive technique
that controls the TV image regularization according to the saliency of color
edges around a pixel.

1 Introduction

To suppress aliasing artifacts caused by the mosaicking, a digital camera uses an
optical low-pass filter. This filter cannot sharply cut off high frequency components
and hence images projected on the imaging surface are blurred. Most demosaicking
methods try to interpolate intensity of non-observed color pixels, but do not try to
remove image blurs caused by the optical low-pass filter [1]-[6]. To remove the image
blurs, observed blurred color pixels as well as non-observed color pixels should be
sharpened in the middle of the demosaicking. As a new demosaicking method, previ-
ously we presented the sharpening-demosaicking approach that simultaneously
removes image blurs caused by the optical low-pass filter in the middle of the demo-
saicking [7]. Our previously presented sharpening-demosaicking method restored
only spatial frequency components of color signals lower than the Nyquist frequency
corresponding to the mosaicking pattern of each color filter, but it often produced
visible ringing artifacts near sharp color edges.

To suppress ringing artifacts, this paper introduces the concept of the super-
resolution into the sharpening-demosaicking approach. Recently, the total-variation
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(TV) image regularization has been theoretically studied for the super-resolution by F.
Malgouyres and F. Guichard [8]. They studied the deblurring-zooming problem for
monochrome images from a theoretical viewpoint, and mathematically proved that
some particular TV-based super-resolution approach can restore spatial frequency
components higher than the Nyquist frequency from observed blurry spatial frequency
components. Such a TV-based super-resolution approach can preserve image edges
without producing ringing artifacts. Our super-resolution sharpening-demosaicking
approach rests on these theoretical findings.

This paper reinforces our sharpening-demosaicking approach with the TV-based
super-resolution, for the image sensor using the Bayer's RGB color filter array. First,
this paper formulates the recovery problem in the DFT domain, and then introduces
the super-resolution by the TV image regularization into the sharpening-
demosaicking. The TV-based super-resolution makes it possible to restore spatial
frequency components higher than the Nyquist frequency, and thus to demosaic and
to sharpen color images effectively while preserving image edges without producing
ringing artifacts. However, as side effects, the introduction of the TV image regulari-
zation influences frequency components lower than the Nyquist frequency, and if we
excessively attach greater importance to the TV image regularization, it will tend to
flatten original signal variations excessively in texture image regions, and hence fine
textures will be degraded. To remedy the drawback, furthermore we introduce a spa-
tially adaptive technique that controls the TV image regularization according to the
saliency of color edges around a pixel.

This paper simulates a digital color camera with the Bayer's RGB color filter array
through modeling the optical-physical behavior of the image sensor, and evaluates the
restoration performance of our sharpening-demosaicking algorithms. While our proto-
typal sharpening-demosaicking algorithm produces faint but visible ringing-artifacts
along thin color lines and/or fine color stripes, our new super-resolution sharpening-
demosaicking algorithm with the spatially adaptive TV image regularization does not
at all produce such ringing artifacts, and at the same time it does not at all degrade
fine image textures.

2 Sharpening-Demosaicking Approach

2.1 Optical Low-Pass Filter

The actual optical low-pass filter is formed by combining two types of doubly refrac-
tive crystal device; the one separates its incident light into two traveling directions
horizontally spaced each other by one pixel, and the other does vertically spaced by
one pixel. Hence, on the imaging surface, the optical low-pass filter produces a
blurred continuous image by summing up four shifted continuous images, namely the
original continuous image and the horizontally, vertically and diagonally shifted im-
ages. Observed intensity of each pixel is given by the spatial integration of intensity
within the four corresponding image portions of the four shifted continuous images.
Assuming that each pixel has a 100% aperture, then the observed intensity of each
pixel will be given by the spatial integration of intensity within the image portion of
the size of vertically and horizontally twice the pixel interval.

The optical low-pass filter reduces the aliasing artifacts. However, it does not
sharply cut off high frequency components, and it also reduces frequency components
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lower than the Nyquist frequency. Images projected on the imaging surface are
blurred, and observed color pixels suffer from image blurs. To reconstruct a high-
resolution color image, observed blurry color pixels as well as non-observed color
pixels should be sharpened while the non-observed color pixels are interpolated
through the demosaicking.

2.2 Formulation of Sharpening-Demosaicking in the DFT Domain

The imaging process consists of the optical low-pass filtering, the color-component
separation, the hold process and the sub-sampling. The imaging process is irreversi-
ble, and hence our sharpening-demosaicking approach estimates the pseudo inverse
operator of the imaging process containing image blurs caused by the optical low-pass
filter [7]. The sharpening-demosaicking approach is formulated as the least square
problem, but there exist multiple different least square solutions. To avoid the ambi-
guity, in the spatial-frequency domain we need to apply the pass-band limitation
corresponding to the sub-sampling pattern of the mosaicking of color filters, to the
blurring operator. Fig. 1 illustrates the frequency-band limitations. The introduction of
the band-limitation allows us to formulate the recovery problem in the DFT domain
explicitly.

We formulate the sharpening-demosaicking problem as the recovery problem that
the original R-, G-, and B- images, each of which is composed of 2N x 2N pixels, are
recovered from the RGB-mosaicked color image of 2N x 2N pixels. The mosaicked
G-, R-, and B- signals are represented as the 2-D arrays, g1, "> D, rESPectively.
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(a) Mosaicked green pixels (b) Mosaicked red and blue pixels

Fig. 1. Fundamental frequency pass-band
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#0 , if if mand n are even
™" \=0 , if otherwise 3)

The original R-, G-, and B- signals to be recovered are represented as the 2D arrays,
Qs fonns Qs TESPECtively.

Qs Frnpr @5 ()€ {0, 2N =1} @

The linear operators s, p are defined as the composite operators of the blur operator

due to the optical low-pass filter and the hold process with the 100% pixel aperture. If
we apply these operators to the sharpening-demosaicking approach, severe ringing
artifacts will occur near color edges. Hence, instead of them, we employ the band-
limited versions s, 0 of the operators s, p. The operator § is defined by limiting the
frequency response of the operator s within the frequency pass-band corresponding
to the mosaicking pattern of the G-signals, whereas the operator p corresponds to the
R- and B- signals.

Recovery Formula for the G-Signal
Information about the original G-signal f,,, is included only in the mosaicked
G-signal g,,,. and then we define the discrete fidelity energy:

2N-1

~ 2
Z ‘{S*-f}(m’n)_gm.n (5)
S dd
We define the 2N x 2N DFT g . of the G-signal ¢ .
. Rl —ig™E g 2N 2. NY
8en= D, Guace Moe M, (é,rz)e{—7+1,---, ; } (6)
m,n=0

In the same manner, the 2N x 2N DFTs §M, f . of EM, f,, are defined. We
reformulate the fidelity energy of (5) in the DFT domain as follows:
2

N
A

1 ‘1 2 ~
— >y Fen—8:
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We estimate the partial derivative of the fidelity energy with respect of f in the DFT
domain, and we derive the equation.

1 2 N
&n {E &n’ fé.ﬂ _g§~ﬂ}

é<6>m:0 , é<0>m: L (-N+1<E+nSN&-N+1<E-n<N)or (&) =(0,N) 8)
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Recovery Formulas for the R-Signal and the B-Signal
Information about the original R-signal g, is included only in the mosaicked
R-signal r,, ,, and then we define the discrete fidelity energy:

2N-1

> |(p=q)(mn)-r,,

m,n=0
m,n:odd

2

©)

We reformulate the fidelity energy of (9) in the DFT domain, and we derive the
equation minimizing the fidelity energy.

1,

2 8wen =0 Cwen=

1 . ) N N
é.ﬂ'[z’pé.ﬂ'qf»n_ré.ﬂj s lf(5,77)6{—;+1,---,0,---,;} (10)

, otherwise

= bl)

In the same way as in the case of the original R-signal g,,,, we derive the equation for
the recovery of the original B-signal a,, .

N

I 2 ~ n . N :
:.n(i‘pévn’a:,n_béﬂj > lf(5’”)6{_Z+1""’0""’Z} (11)

, otherwise

S vl

The equations of (8), (10) and (11) are independent of each other, and their solu-
tion set is uniquely given. The solutions correspond to the inverse operations of the
band-limited blur operators §, p. This prototypal sharpening-demosaicking approach

restores only spatial frequency components of color signals lower than the Nyquist
frequency corresponding to the mosaicking pattern of each primary color filter, but it
often produces visible ringing artifacts near sharp color edges. Moreover, in the case
of the Bayer's RGB color filter array, since the RGB three primary colors occupy
different spatial-frequency pass-bands as shown in Fig.1, restored R and B color im-
ages will not be sharpened to the same degree as a restored G image, and thus false
color artifacts are often visible near sharp color edges. To overcome these difficulties,
we introduce the concept of the super-resolution into the prototypal sharpening-
demosaicking approach.

3 Super-Resolution Approach

3.1 Total-Variation-Based Super-Resolution for Deblurring

F. Malgouyres and F. Guichard [8] introduced the sub-sampling into the total-
variation method [9] for the deblurring, and studied the minimization of the energy
functional:

2

A L‘Vv‘-dQ+ g ‘(E*v)(m,n)—uw

m,n=0

>0 . (12)

They proved that for a cylindrical function whose DFT is supported by a line, the
minimization of the energy functional of (12) admits a solution cylindrical along the
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same line. The cylindrical function mathematically models the 1D structure of a step
edge. The total-variation-based oversampling-deblurring approach of (12) restores
frequency components higher than the Nyquist frequency from observed blurry fre-
quency components so that it can enlarge images while preserving image structures
defined as the cylindrical functions, and thus it can preserve image edges without
producing ringing artifacts.

3.2 Super-Resolution Sharpening-Demosaicking

We introduce the TV-based super-resolution into the sharpening-demosaicking.

Recovery Formula for the G-Signal
We reformulate the energy functional by introducing the total-variation energy into
the discrete energy functional of (5), as follows:

2N-1
B St 2 55 N =g,
=0 1:#[1;?)1[1[ (13)

¥ s = (Ao (A B A= Fr = Foin A Fo = Foiis = fy

5

and we derive the iterative algorithm minimizing the energy functional of (13).

5(n)
x £(n) x p(n) ;o (n) ;o (n) IDFT,
f."f”):f('f)+g~ Py [A NN B A fL ]+[A’f,.j B A’f,.,q } 3 (2~ ZN)[ (g >5'7:|(i,j)
ij ij

N2

B
(i.4) (i.J) (i.=1)
Recovery Formulas for the R-Signal and the B-Signal
For the R-signal we reformulate the energy functional by introducing the total-
variation energy into the discrete energy functional of (9), and we derive the iterative

algorithm.

0
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In the same manner, for the B-signal we derive the iterative algorithm:

o
0y | g | A Al | | Aal) Al DFTan & ),
4 =a; TE: ‘V () () + " _‘ () 2 N? (16)
(i) i

(i--1)

Equations (14), (15) and (16) are independent of each other. The G-, R-, B-signals
to be recovered are separately updated according to these three equations.

3.3 Spatially Adaptive Control of the TV Image Regularization

The TV-based super-resolution restores spatial frequency components higher than the
Nyquist frequency, and sharpens color edges effectively without producing ringing
artifacts and false color artifacts. However, as side effects, the TV image
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regularization influences frequency components lower than the Nyquist frequency,
and when we render the weighting parameter A excessively large, the TV image regu-
larization will tend to smooth out original signal variations excessively in texture
image regions, and hence fine textures will be degraded. To remedy the drawback, we
introduce a spatially adaptive technique that changes the weighting parameter A of the
TV energy term dependently on the local saliency of color edges around a pixel.

The algorithm of the spatially adaptive control is as follows:

1) Compute the map of edge magnitude by applying the detection filters of direc-
tional salient edges to the mosaicked R-, G-, B- images,

2) Diffuse the edge magnitude into neighboring pixels by convolving the edge-
magnitude map with the averaging mask whose weighing coefficients are in-
versely proportional to the distance from the center pixel,

3) Interpolate and magnify the diffused edge-magnitude map to the image size to be
recovered,

4) Set the value of the weighting parameter A of the TV energy term proportional to
the diffused edge-magnitude of each pixel.

4 Performance Evaluations

To evaluate the effectiveness of our super-resolution sharpening-demosaicking meth-
ods for the Bayer's RGB color filter array, we use artificially generated test RGB-
mosaicked natural images, and restore high-resolution RGB color images from them
with our super-resolution sharpening-demosaicking methods. For the experiments, we
artificially generate test RGB-mosaicked images from original RGB color image data
that we get by scanning color films, taken with an analog camera, by using a very
high-resolution RGB line sensor. The raw RGB data of the original color images are
arranged in an array of horizontally 4096-pixel size by vertically 4096-pixel size, and
intensity of each primary color is expressed in 12-bit word length. To produce test
RGB-mosaicked color images mimicking color images taken with a single solid-state
color image sensor using the RGB color filter array, first we apply the smoothing
process mimicking the optical low-pass filtering to the original raw RGB data, and
then sub-sample the RGB color images according to the mosaicking pattern. We ap-
ply our super-resolution sharpening-demosaicking method to the artificially generated
test RGB-mosaicked images.

Fig. 2 compares an enlarged color-edge part of the color image demosaicked with
our prototypal sharpening-demosaicking method without the super-resolution tech-
nique (SD) [7], with that demosaicked with our super-resolution
sharpening-demosaicking method with the spatially adaptive TV image regularization
(SD-ATV). SD produces visible ringing artifacts near sharp color edges, whereas SD-
ATYV reproduces sharper edges than SD, without producing ringing artifacts.

Fig. 3 and Fig.4 compares an enlarged texture part of the color image demosaicked
with SD-ATV, with that demosaicked with our super-resolution sharpening-
demosaicking method with the non-adaptive TV image regularization (SD-TV).
SD-TV smoothes out fine textures, whereas SD-ATV preserves them, because the
diffused edge-magnitude map is estimated as almost zero, and thus the TV-based
image regularization hardly operates.
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60

(a) Original image (b) Intensity variation of the original G-image

60

(c) Restored image with SD (d) Intensity variation of the restored G-image
with SD

60

(e) Restored image with SD-ATV (f) Intensity variation of the restored G-image
with SD-ATV

Fig. 2. Example of image restoration with the sharpening-demosaicking methods
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(f) Intensity variation of the restored G-image
with SD-ATV

Fig. 4. Example of image restoration with the sharpening-demosaicking methods
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The gradient term G (p) may be considered as a measure of the amount of edge
and structure information surrounding the pixel p. The purpose for calculating
the patch priority value P(p) is to encourage the linear structures to be filled
first with the larger values, therefore, this can help to propagate the broken lines
into the connected ones.

2.2 Patch Matching and Propagating

After all patch filling priorities on the filling-boundary have been computed, the
gradient patch ¥ with the highest priority is firstly selected to propagate. Then
the target region is filled with extracted data based on the source region ¥g.
As noted before, under the assumption that the content in the unknown area is
similar to the content of the known region for the similarity measurement [16],
the traditional inpainting techniques propagate pixel-information via diffusion
[4, 6], which results in blurry fill-in and line un-continuous, especially of large
regions. Criminisi [5] propagated the filling patches by direct sampling of the
source region. Similarly, we solve this problem by gradient-patch sampling and
gradient-patch copying algorithm. However, we do not use the common Sum of
Squared Difference (SSD), which is widely used in image completion to measure
the similarity between space patches. The reason is that the SSD does not always
suffice to provide the desired completion results as described in [15].

Since a well-suited similarity measurement between gradient patches is the
heart of the algorithm that directly influences the final completion result, we use
an exponential similarity measure as follows:

(s, W) = AoV T ) )

de(s,Wr) = [[W§(w.y) - Vi(a,y) (6)

(z,y)

dy(Ws,¥r) = |W&(x,y) — ¥ (x,y)l| (7)

(z,y)
S(Ws, WT)

Us = argming, cs 7]

where V¢, Wi represent the R, GG, B color information of the source patch and
the target one, while ¥, ¥ represent the corresponding gradient information.
Once a gradient patch to the highest priority location p is copied, we then fill it
with data extracted from the known region ¥. The confidence at all previously
damaged pixels in ¥g is updated using formula (4).

As described in the above sections, now we have gotten the final updated
gradient map G’ = [G2’, Gy'] of the source image for the following restoration
through Poisson equation solver.
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2.3 Image Reconstruction by Solving Poisson Equation

Image reconstruction from gradients fields is an approximate invariability prob-
lem, and it is a very active research area. In 2D, a modified gradient vector
field G’ = [G2’, Gy'] may not be integrable. Let I’ denote the completion image
propagated from G’, we can use one of the direct methods recently proposed [7]
to minimize |VI' — G|, so that G = V2I'. Involving a Laplacian and a divergence
operator, I’ can be obtained by solving the Poisson differential equation:

V21 = div([G2', Gy']) 9)

Since both the Laplacian V? and div are linear operators, approximating
them using standard finite differences yields a large system of linear equations.
We use the full multigrid method [12] to solve the Laplacian equation with
Gaussian-Seidel smoothing iterations. This leads to O(n) operations to reach an
approximate solution, where n is the number of pixels in the image.

To solve the Poisson equation more efficiently, an alternative is to use a
"rapid Poisson solver”, which uses a sine transform based on the method [12]
to invert the Laplacian operator. However, the complexity with this approach
will be O(n(log(n))). The images were zero-padded on both sides, and Dirichlet
boundary conditions instead of Neumann boundary conditions were used to avoid
the scale/shift ambiguity [18] in the gradient restoration.

3 Experimental Results and Discussions

Our algorithm has been applied to a variety of full color natural photographs
with complex background structures. Since visual perceptual completion is the
ability of the visual system to fill in missing areas [6], it is commonly accepted
that the quality of the results apparently corresponds to the human perception
of the appearance in the completed images. Our experimental results visually
demonstrate that the proposed algorithm can get satisfactory image completion.
Moreover, we compared our results with the ones of earlier work.

Figure 1 demonstrates the advantage of our gradient-based patch compen-
sation to match the target patch. This image is downloaded from the website
http://www.cis.rit.edu/fairchild/personal.php. Even the removing region (the
foreground person) covers about 39%, our method can still restore the missing
background reasonably.

Figures 2, 3 show comparisons of the results obtained by our gradient-based
method with the ones obtained by other proposed methods. In both cases, our
method performs better than the previous techniques designed for the restoration
of small scratches. For the example shown in Figure 3, where larger objects
are removed, our approach outperforms earlier work dramatically in terms of
perceptual quality. In figures 2, 3, we can find the blur introduced by the diffusion
process and the lack of texture in the synthesized area with the previous methods
described [4,6]. The images obtained by our approach provide more detailed and
coherent results than the other ones.
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Fig. 1. Algorithm comparisons. Top left: original image. Top right: the figure needs to
be removed (in white with red boundary). First middle left: the initial gradient map
in horizontal direction. First middle right: the initial gradient one in vertical direc-
tion. Second middle left: the gradient map after propagating in horizontal direction.
Second middle right: the gradient one after propagating in vertical direction. Bottom
left: results obtained by inpainting method [4]. Bottom right: results obtained by our
method.

When comparing the performance of a new completion algorithm with the
previous ones, the subjective image quality evaluation testing, which is based on
many observers that evaluate image quality, is not enough. We need an objective
image quality testing based on mathematical calculations. The objective quality
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" "

Fig. 2. Algorithm comparisons. Top left: original image. Top right: the microphone
needs to be removed. Middle left: results obtained by inpainting method [4,6]. Middle
right: results obtained by our method. Bottom left: the enlarged area from the marked
region in top-right image. Bottom right: the enlarged area from the marked region in
bottom-left image.
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evaluation is easier and faster than the subjective one because no observers are
needed. In this paper, we utilize the Peak Signal Noise Ratio (PSNR), which is
the most widely used objective image quality metrics, to evaluate the complete
image results in red, green, blue channels separately. Table 1 shows our new
algorithm has better performance in PSNR than previous algorithms.

The performance of our method is dependent on the availability of the similar
content in the known area. In case of no available patches in the known area to
synthesize the unknown one, our algorithm may not work well. Our algorithm
also has limitation when dealing with curved structures in still photographs.

Table 1. PSNR (dB) comparison between different completion algorithms

Channel Algorithm Fig.1 Fig.2 Fig.3

Red Bertalmio [4] 11.0962 32.2705 16.8124
Drori [6] 11.4835 32.4725 17.1017

Criminisi [5] 11.9430 32.8189 17.4278

Our Method 125741 33.6307 19.3317

Green Bertalmio [4] 12.0853 32.9155 16.9019
Drori [6] 12.4321 33.5248 17.1027

Criminisi [5] 12.6542 33.8171 17.6515

Our Method 13.1995 34.4735 19.1372

Blue Bertalmio [4] 11.1060 33.6374 16.0834
Drori [6]  11.3595 34.1260 16.3772

Criminisi [5]  11.6643 34.6080 16.5796

Our Method 12.0598 35.3863 18.2548

Mask (pixels) 78824 3235 7997

Fig.4 shows the results of our gradient-based algorithm on one of the exam-
ples used from [6]. As it can be observed by comparing the result from [6] and
our completion result, our algorithm does not introduce the edge blur and the
ghost artifact. Our result is similar to or slightly better than Drori’s [6].

Some limitations remain in our approach. The gradient-based method works
well if the missing structures can be represented by a set of linear structures.
Our approach also shares the most common limitation of example-based tech-
niques [4,5,6,9,19]: if there are not enough samples in the image, it will be
impossible to synthesize the desired structure or texture. Our approach has no
ability to handle depth ambiguities, where the missing area covers the intersec-
tion of two perpendicular regions as shown in Fig.5. In our algorithm, pixel colors
are represented in RGB color space, we may achieve the better experimental re-
sults in the CIE lab color space because of its property of perceptual uniformity
and its more meaningful similarity distances than in RGB color space [21,5].
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Fig. 3. Algorithm comparison. Top left: original image from [4]. Top right: the target
region covers 13% of the total image area. Middle left: the result of region filling
by traditional image inpainting [4]. Middle right: result from [6]. Bottom left: the
result image by example-based completion [5]. Bottom Right: the final image where
the bungee jumper has been completely removed and the occluded region reconstructed
by our automatic algorithm.
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Fig. 4. Algorithm comparison. Top left: A photo of the oil painting ”Still Life with
Apples”, P. Cezanne, c. 1890, The Hermitage, St. Petersburg. Top right: The manually
selected target region. Bottom left: results obtained by [6]. Bottom right: results ob-
tained by our gradient method. Notice the ghost artifact disappears since no smoothing
is introduced at any stage of our algorithm.

Fig. 5. Our approach does not handle depth ambiguities. Top left: A synthesis image
in which the missing area covers the intersection of two perpendicular regions [6]. Top
right: a nature image with the same ambiguity. Bottom left: results obtained by [6].
Bottom right: results obtained by our method.
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4 Conclusions and Future Work

A novel gradient-based image completion algorithm by solving Poisson equation
has been proposed in this paper. Experiments and analysis both demonstrates
the feasibility and efficiency of our new proposed algorithm.

Our image completion approach can be divided into three major steps. First,
a gradient-based model is presented to determine the gradient-patch filling or-
der. Second, the gradient-patch update strategy is implemented by measuring
the exponential distance of the source patch with the target one in gradient do-
main. In order to find a better patch matching and propagating algorithm, we
incorporate the gradient and color information together to determine the target
patch. Third, a complete image is achieved by solving the Poisson equation with
the updated image gradient map.

Currently, we are intending to extend our approach from still photography
completion to video gradient completion and meshs gradient completion [20]. The
difficulties in removing objects from video include global motion compensation
and maintaining consistency of the unknown area over the whole video sequence
[15,17].
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Abstract. Motion estimation is the biggest part of any video encoding system
since it could significantly affect the encoding time and output quality. Until
now, several motion estimation algorithms that have the fast motion estimation
and a good PSNR are proposed. However these are not considered an embedded
system processor using SDRAM as a video frame memory. In this paper, we
propose new fast predictive block matching algorithm, named predictive direc-
tional rectangular zonal search. Comparing with existing algorithms, it has not
only similar output quality, but more efficient operating with SDRAM. It makes
possible to design a hardware motion estimator into a compact one. A motion
estimation hardware block that is based on the proposed algorithm for H.263
and MPEG-4 video encoder, is implemented by 0.13um, 1.2 V CMOS
technology.

1 Introduction

Ubiquitous environment is expected to realize services which people can obtain vari-
ous types of information in anytime and anywhere. The number of smart cellular
phones including camera/camcoder devices is increasing around the world.[8] These
devices are mostly used for visual communication or to record the visual information,
but they can also be used as input devices to realize novel user interfaces. Hence,
these have to be existed with us anytime and anywhere. But, mobile terminals and
hand-held devices often add unique constraints to use - limited user time, low trans-
mission bandwidth, low power, low-resolution display, etc.[7] Therefore, in ubiqui-
tous environment, one of main objective is to minimize the required computing
power.

To minimize the battery consumption at these embedded systems, high perform-
ance and low power video en/decoder are needed. In case of MPEG-4 or H.263 video
encoder implementation for embedded system, there is strong need to consider not
only the video compression standard, but also the characteristics of that.

In video encoder, motion estimation can consume approximately from 66% up to
90% of the computational power of the encoder, and it is the most computational
intensive part for the video encoding process.[1][2][5].
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Usually, embedded system works only at low frequency, narrow memory band-
width and limited battery power. Even if we use outstanding motion estimation algo-
rithm, a software motion estimator has a huge computational complexity and high
computation power is required. Therefore, hardware motion estimator is needed to
reduce processor operating frequency and power consumption of processor.

In the motion estimation process, large data are read from reference frame data.
Most embedded system use SDRAM as a main system memory. SDRAM is small,
priced low and easy to purchase. However, it only shows a good efficiency of reading
and writing data, which are located in linear address. To access the data in SDRAM,
memory controller must send two kind of address. One is RAS(row address signal)
and the other is CAS(column address signal). SDRAM is divided into several blocks.
RAS signal selects one of these blocks and CAS catches the real data. When memory
controller read the data in same block, it sends RAS signal just one time and changes
CAS only. SDRAM shows better read/write performance at continuously located data
than at scattered data. For that reason, a motion estimator has to read the reference
frame data, which are located in continuous address as much as possible for maximize
the SDRAM read efficiency.

In this paper, we suggest the Predictive Directional Rectangular Zonal
Search(PDRZS) for low-power video encoding system. This algorithm considers the
efficient operate with SDRAM and direction of motion vectors. These are spatially
and temporally adjacent macroblocks in a sequence. PDRZS is tested by well-known
ten MPEG test video sequences. Comparing to existing well-known motion estima-
tion method - APDZS(advanced predictive diamond zonal search), it shows better
efficiency at SDRAM operation as well as an almost same output quality. In addition,
it can make a simple and small hardware than APDZS.[3]

PDRZS is implemented by 0.134m , 1.2V CMOS technology.

2 Advanced Predictive Diamond Zonal Search (APDZS)

One of very important characteristic of APDZS is the usage of a predictor, which is
usually taken as the predictor used for the motion vector coding process.

In case of MPEG-1/2, the predictor takes the motion vector of the previous block
that is located in the left, whereas in H.263/MPEG-4 takes the median value of the
motion vectors on the adjacent blocks at the top, left and top-right.[6] The motion
vectors that have spatially and temporally adjacent macroblocks in a sequence are
highly correlated each other.[3][4][6]

There is high correlation between the motion vectors of spatially and temporally
adjacent macroblocks in a sequence.[3][4]

APDZS predicts the candidate motion vector, and searches the best motion vector
by using diamond search pattern. During the search process, APDZS terminates the
search process early by using an adaptive threshold technique. [3][4]

Though APDZS shows a fast and good PSNR value, it is not suitable for video en-
coder at embedded system, because of following reasons;

The difficulty of hardware implementation as a small and low-power.
The inefficient cooperation with SDRAM.
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To implement the diamond search pattern as a hard-wired logic, many decision lo-
gics are needed. Decision logic increases the hardware size. The linearity of reference
frame data is more decreased in diamond pattern than rectangular pattern. As a result
of this, the SDRAM operation efficiency can be decreased.

3 Predictive Directional Rectangular Zonal Search (PDRZS)

In this paper, we propose the PDRZS. It has a good SDRAM operation efficiency and
almost same performance comparing to APDZS.

3.1 Motion Vector Distribution

Table 1 is the simulation results using PMVFAST with full search. These are shown
by the motion vector characteristic during predictive motion estimation process.[4]

Table 1. Motion Vector Directions of Test Sequences

Direction of M Vcandi
Video Sequence X | Y

Direction of M Vit

X Y X Y

Carphone 651 433 146 133
Coastguard 57 71 16 3
Container 35 19 0 3
Foreman 2721 1206 778 1276
Football 1366 944 660 1078
Garden 255 188 4 1
hall monitor 282 156 59 94
Mobile 45 27 31 23
Salesman 24 9 2 14
table tennis 2470 1668 104 282
Total 7906 4721 1800 2907
Percent 62.612% 37.388% 38.241% 61.759%

During the process of motion estimation,

Sc ={VMVeandi}, MVeandi is the candidate motion vector of the current block.

MVeandi= (Xcandi, YCandi)

X= {MVcandil MVcandgie SC A [Xcandi| = Yeandi }
Y = {MVcandil MVeandi€ Sc A |Xcandi| < Yeandi }
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In the simulation, the probabilities of X and Y

P(X)=— X - 12627 _55g
(X+Y) (12627 +4707)

P(Y)=1-P(X)=0.272

Set S5 ={VMVbest} , MVbest is the best motion vector of the current block.

M Vit = M Vbest-M Veandi = (Xaitt, Ydif)

Xx = {MVbest| MVbest€ Si A |Xcandi| 2 | Yeandi| A |Xdiff| 2 |ydiff|}
Xy = {MVbestl MVbest€ S A [Xcandi| = | Yeandi| A |Xdiff| < |ydiff|}
Yx ={MVbestl MVbeste Sp A |Xcandi| < |Yeandi| A |Xdiff| > |ydiff|}
Yy = {MVbestl MVbest€ S A [Xcandi| < |Yeandi| A |Xdiff| < |ydiff|}

The probabilities of Xx, Xy, ¥x and Yx

Pxny = 1906 _
(7906+4721)

P(Xy) = 1-P(Xx)=0.374

626

Py 1800 _
(1800 +2907)
P(Yy)=1-P(Yx)=0.618

0.382

_ _

From above simulation, if MVeandi is x direction, usually M Vit is x direction. If

_ _

MVeandi is y direction, usually M Vit is y direction. So to speak, effective motion
estimation can be operated by selecting the pattern in Figure 1a or Figure 1b depend-

—_

ing on the direction of M Vcandi .

3.2 Predictive Directional Rectangular Zonal Search
Here is the algorithm for the proposed PDRZS for estimating the motion vector

MVeurent of the current block.

MVeandi is the candidate motion vector of the current block. If the absolute value

—_

x of MVeandi is bigger than y, the horizontal rectangular search pattern in Figure la
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is selected for searching, and in the opposite case, the vertical rectangular search pat-
tern in Figure 1b is selected.

54324012345 54324012345
5 5
-4 -4
3 3
-2 2
- -1
0 0
1 1
2 2
3 3
4 4
5 5

(a) (b)

Fig. 1. Search Patterns in PDRZS (a) horizontal rectangular pattern. (b) vertical rectangular
pattern.

Step 0: Initialization. Set threshold parameter T .
Step 1: Calculate SAD at motion vector (0,0). If ( SADZT ) then
M Veurrent=(0,0) and go to Step 16.

Step 2: Get the M Veandi . If ( ‘X of MVcandi| > 0) then go to Step 10.

Step 3: Select half of the vertical rectangular search pattern, numbered as one in
fig 1b and calculate SADS by using 2-D SAD engine in fig 2.

Step 4: If ( MinSAD < T') then M Veurrent =1\W(MinSAD) and go to Step 16.

Step 5: MVeuren =MV (MinSAD) and bestSAD = MinSAD.

Step 6: Select half of the vertical rectangular search pattern, numbered as two in
fig 1b and calculate SADs by using 2-D SAD engine.

Step 7: It (MinSAD < T) then MVeurent =MV (MinSAD) and go to Step 16.

Step 8: If (bestSAD > MinSAD ) then MVeuren =MV (MinSAD).

Step 9: Go to Step 16.

Step 10: Select half of the horizontal rectangular search pattern, numbered as one
in fig 1a and calculate SADs by using 2-D SAD engine.

Step 11: If (MinSAD < T ) then MVeuren =MV (MinSAD) and go to 16.
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Step 12: MViewi=MV(MinSAD)and bestSAD = MinSAD.

Step 13: Select half of the horizontal rectangular search pattern, numbered as two
in fig 1a and calculate SADs by using 2-D SAD engine.

Step 14: If (MinSAD < T ) then MVeuren =MV (MinSAD) and go to 16.
Step 15: If (bestSAD > MinSAD ) then MVeuren=MV(MinSAD).

_

Step 16: M Veurrent is selected as the best motion vector for the current block.

3.3 Operating with SDRAM

Diamond pattern has the weakness at the SDRAM operation. That is not suitable for
SDRAM burst operation.

Table 2 shows the simulation result of SDRAM operation using APDZS and
PDRZS. Simulation was executed on Verilog simulator using memory controller and
reference frame buffer in Figure 2 by using APDZS and PDRZS. SDRAM memory
controller settings are as below.

Clock(bus frequency) : 100 MHz

CAS latency : 3 cycle

Delay of RAS to CAS cycle : 30ns(nano second)
Delay of Read to Precharge : 30ns

Delay of Refresh to Idle : 30ns

Delay of Precharge to Refresh : 80ns

Refresh cycle : 320ns

Table 2. SDRAM Operation Test Results

Method Ready cycle | Transfer cycle | Total transfer Compare Total | Waiting
(1 frame) (1 frame) cycle (1 frame) | transfer time Period

APDZS | 31991 26840 58831 100.000% 54.378%

PDRZS | 23977 24585 48562 82.545% 49.374%

Table 2 also shows the simulation result. PDRZS is 17.455% faster at total
SDRAM operation than APDZS and 5% better at SDRAM operation efficiency.

4 Hardware Implementation

Based on proposed algorithm-PDRZS, we implemented the motion estimator with
about 95K gates and 2048 bytes of on-chip memory using a synthesizable Verilog
Hardware Description Language.

4.1 Motion Estimation Block

The core part of this motion estimator is SAD calculator. Block diagram of SAD
calculator is shown in Figure 2. Motion estimation is the function that searches a
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macroblock in the reference frame image, which is analogous with a macroblock in
the current frame image. Frame cache can decrease data bus occupation by the refer-
ence frame image data. It has its own DMA controller which helps transfer the frame
data without any help of processor core.

This block can calculate max 25 SADs simultaneously, which are 20x20 areas in
the reference frame image. Figure 3 is the detail diagram of 2-D SAD engine.

This motion estimator was used to design Telechips Inc. TCC-750 processor.

4.2 Task Loader

TCC750 video core is consisted of several video blocks and there are not tightly cou-
pled for flexibility of video encoder and decoder. Hence, TCC750 video core has a
special hardware block, named Task Loader, which controls or configures the other
video blocks, and manages the dependency between video blocks by means of the
predefined data structures including control/depend information.

With Task Loader, the CPUs don’t need to check the each video hardware status,
and not to start the video hardware at the accurate time after waiting until the depend-
encies are resolved. Therefore the parallelism among S/W, H/W and another H/W can
be obtained easily.

The Task Loader comprises three independent Task Loader elements, the arbitra-
tion logic, and the dependency checker for elements in Fig. 4. The arbitration method
is based on round-robin algorithm, so three elements have equivalent priority. The
Dependency checker analyzes the status of video blocks and the information of the
next task, and issues the Ready signals to Task Loader Finite State Machines (FSMs).
And then, the Task Loader read the configuration registers from the memory in which
the data structure is stored, and makes the corresponding hardware block to start proc-
essing at the accurate time, with no conflict in dependency. The Task Loader is able
to manage almost video core blocks.

4.3 Using Task Loader

In the TCC750, most of video core blocks have the bus-based interface and need the
control and the configuration by the software. The Task Loader is designed to manage
the video blocks in a smarter way. It keeps watching on the states of video blocks and
keeps checking the dependencies, so the Task Loader determines which block it
makes to start and when it makes other blocks to start. For that, the Task Loader util-
izes the novel data structure, which contains the information of execution order and
dependency. Also, the Task Loader itself has much flexibility to supports the various
data structure defined by the user. The Fig. 5 shows the example of the system, in
which the SW and HW operate concurrently through the Task Loader, and the HW
blocks are managed automatically by the Task Loader.

You can assume that the whole procedure is split into several repetitive chunks
(sub-procedure) and there exist SW portion and HW portion separately. The CPUs
can keep processing the next chunk while the HW is processing the current chunk. As
the Fig 5, the SW is processing the chunk #2 while the HW processes the chunk #1.
The shade in the Fig. 5 represents the portion which the chunk #2 is processed. The
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CPUs need not to check the interrupt or the status of hardware blocks. Moreover, the
hardware blocks can also operate concurrently without delayed start-up time. The
arrows represent the relation of dependency with two blocks. If one block processing
is done, the corresponding block pointed by the arrow is ordered to start by the Task
Loader. Because there is no start-up delay, the whole performance of the hardware is
improved.

5 Simulation Results and Comparisons

The proposed PDRZS algorithm is embedded Telechips Inc. MPEG-4 encoder soft-
ware and was tested by using 10 well-known MPEG video test sequence. The main
application area of TCC-750 processor is a potable device like a camcoder-phone.
Considering the main application area of TCC-750, resolutions were selected ranging
from QCIF to CIF. Test sequences have various motion characteristic from low-
motion to high-motion.

In Table 3, the proposed algorithm is compared with APDZS in terms of PSNR.

Table 3. Simulation Results of Proposed Algorithm

Video sequence PSNR(dB) Diff(dB)
PDRZS APDZS

Carphone 43.595 43.587 0.008
Coastguard 43.647 43.647 0
Container 43.97 43.97 0
Foreman 43.57 43.547 0.023
Football 42.185 42.127 0.058
Garden 42.16 42.167 -0.007
hall monitor 42.617 42.613 0.004
Mobile 41.812 41.812 0
Salesman 43.94 43.94 0
Table tennis 42.72 42.72 0

Above simulation results show that PDRZS has almost same PSNR value and bi-
trate.

6 Conclusion

In this paper, we proposed a new highly efficient and hardware suitable block-based
motion estimation algorithm named as the Predictive Directional Rectangular Zonal
Search (PDRZS) and implemented the motion estimation hardware for TCC-750
processor. This algorithm has almost same PSNR value and compression rate compar-
ing with APDZS and it also has good SDRAM burst operation efficiency. In SDRAM
operation, PDRZS shows 17.455% faster transfer speed than APDZS and 5% better
efficiency. Moreover, PDRZS is easy to make a simple and small hardware. Telechips
Inc. designed the motion estimation block of TCC-750 multimedia processor using
PDRZS by 0.13um, 1.2V CMOS technology. TCC-750 processor is especially suit-

able for portable video en/decoding devices.
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Abstract. In this paper, we propose a method to refine a motion field from im-
age sequences and region-based motion segmentation using the motion infor-
mation. An initial motion field is generated by a block matching algorithm. We
compute the motion profile at each block and define the motion confidence
measure from the motion profile. In the refining process, we regulate the mo-
tion vectors with low confidence to those with high confidence. In the segmen-
tation stage, each frame of the image sequence is partitioned into regions by a
watershed algorithm and a motion vector is assigned to each region. After con-
structing a region adjacency graph, the graph is segmented by the normalized
cuts algorithm. The experiments show that the proposed method provides satis-
factory results in motion segmentation from image sequences with or without
camera motion.

1 Introduction

Motion segmentation or moving object segmentation is an essential process in analyz-
ing video data. They are base technologies for object-based compression in MPEG-4
[1] and content-based retrieval in MPEG-7 [2]. Therefore, the development of a fast
and accurate algorithm for motion segmentation remains an important research prob-
lem in video processing.

Various approaches for motion segmentation have been proposed. Tsaig et al. have
proposed a Markov Random Field (MRF) based moving object segmentation algo-
rithm [3], [15]. They modeled MRFs on a region adjacency graph and used the mo-
tion information to classify regions as foreground or background. By treating the
region as an elementary unit for the MRF model, they efficiently reduced the compu-
tational complexity. Shi et al. have proposed a motion segmentation algorithm based
on a normalized cuts algorithm [4]. A normalized cuts algorithm is a kind of graph
partitioning method that overcomes some drawbacks of the conventional minimum
cut method. A normalized cut can be obtained by eigen-analysis on a weighted graph.
In [4], each pixel is treated as a vertex of the graph and the motion similarity between
pixels is assigned on the graph edge as a weight. Smith et al. [5] have developed a
Bayesian framework for segmenting a video sequence into ordered motion layers.
Their approach focused on the relationship between the edges in consecutive frames.

The estimation of an accurate motion field plays an important role in all of these
methods. However, general motion estimation algorithms often generate an inaccurate

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 280—-290, 2005.
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motion field due to reasons such as noise, aperture, or shadow effects. Therefore, a
refining process is required as part of the post-processing of the conventional motion
estimation algorithm.

This paper presents a method to refine the initial motion field and to segment mov-
ing objects in image sequences by using this refined field. The initial motion field is
estimated by a general block matching algorithm and the motion profile of each block
is also computed simultaneously. From the motion profile, the confidence of each
motion vector is computed and is used to refine the initial motion field. The refined
motion field is used to compute a prominent motion vector for each region of the
region adjacency graph, which is generated from an image by the watershed algo-
rithm. Final segmentation is obtained by the normalized cuts algorithm. We applied
the normalized cuts algorithm on the region adjacency graph (RAG) to speed up the
processing time without a loss of accuracy. A block diagram of the proposed method
is depicted in Fig. 1.

This paper is organized as follows: Section 2 explains the motion refinement
method. In Section 3, we show how to construct a region adjacency graph and seg-
ment the graph by using the normalized cuts algorithm. Section 4 shows the experi-
mental results on some video data. Finally, we conclude in section 5.

Block-based Initial Partitioning
Motion Estimation by Watershed

Motion Field
Refinement

]

Region Adjacency Graph
with Region-based
Motion Representation

]

( )
Motion Segmentation

by Normalized Cut

Fig. 1. Block diagram of the proposed method

2 Refined Motion Field Generation

Block matching and optical flow are the most common methods for motion estimation
[6]. Especially, the block matching method is widely used due to its lesser hardware
complexity. However, the method often fails when a block contains multiple objects
with different motions or an aperture problem occurs. In addition noise and shadow
have been obstacles to the estimation of an accurate motion vector. Therefore, post-
processing to increase the accuracy of motion estimation is required.
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2.1 Initial Motion Field and Motion Profile

Various types of block matching methods have been proposed such as the full search,
three-step search [6], and diamond search algorithm [7]. Even though the full search
method is a rather slow algorithm because the method tests all the candidate blocks
exhaustively within the search area, it shows the best performance in accuracy. Dur-
ing the full search process, we can also get useful information, called the motion pro-
file [4].

The motion profile was originally proposed as a measure of the probability dis-
tribution of that motion vector at a pixel. Shi et al. used the motion profile in [4] to
compute the motion similarity of two image pixels. In this paper, however, we
compute the motion profile at each block and use that data in computing the motion

confidence. Let I'(x) denote the image function at time ¢ and at pixel location

xe R’.
The motion profile of the i-th block can be defined as
S.(d)
P) =t
S, 5@ ®

where d=(d_,d ) is a disparity vector and §,(d) is the sum of the squared differ-

ence (SSD) of two consecutive frames. Here W, denotes a search window where d
exists. S,(d) is defined as

S@=cexp| =Y (I'x+w)-I"" (x+w+d)) /02, |» )

weW,

where o, is the standard deviation. The motion vector of i-th block, m; = (u;,Vv;) , is

defined as

m,; = max P). 3)

Fig. 2 shows an example of motion estimation using the block matching algorithm.
The man in Fig. 2(a) moves to the right in the next frame and there is no camera mo-
tion. The motion vectors located at the boundary of the man in Fig. 2(b) generally
depict the motion correctly. However, the motion vector in the other areas such as the
left wall and the man’s shirt shows some errors. These motion vectors obtained incor-
rectly need to be refined in the post process. Fig. 2(c)—(f) show the motion profile of
blocks denoted as A—-D in Fig. 2(a).

2.2 Motion Field Refinement

We think that it is desirable to regulate unreliable motion vectors with reliable ones in
the neighborhood. To do this, a confidence measure of the estimated motion should be
defined.
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(c) @) (e ()

Fig. 2. Motion profile in various locations. (a) is the reference frame. The man in (a) is moving
from left to right in front of a static camera. (b) shows the initial motion field acquired by the
block matching algorithm. (c) to (f) shows the motion profile of block A to B in (a).

The distribution of the motion profile tells us the level of confidence of the esti-
mated motion. If the motion profile at a block contains a single Gaussian distribu-
tion, we think that the estimated motion at the block is reliable as shown in Fig. 2(e)
and (f). If the motion profile contains almost uniform distribution, however, the
estimated motion vector can be considered ambiguous as illustrated in Figs. 2(c)
and (d).

We define the confidence of the motion vector of the i-th block as

¢; = var(R). )

This is a very simple but reasonable definition of the level of confidence of the mo-
tion vector, implying that the motion vector obtained from the motion profile is con-
sidered reliable if the value of ¢; is high. If the ¢; has a low value, it means that the
motion vector obtained from the motion profile is uncertain or likely to contain an
error. We can suppose that the motion profiles of Fig. 2(c) and (d) have a low value of
¢; and those of Fig. 2(e) and (f) have high value of c;.

The refined motion vector field m” = (x",v") minimizes the energy functional,
€= Hﬂ[(u;)z (W) + () 0] J+e, |m; —ml.|dxdy . (5)

This equation is similar to the gradient vector flow (GVF) equation in [8]. When
¢; is low, the energy is dominated by the Laplacian of the motion vector, which acts
like a smooth filtering. When c¢; is large, the energy is minimized by setting
m, =m,.

By using the calculus of variations [12], equation (5) can be minimized by solving
the following Euler-Lagrange equations
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VZ r_ . r_ :O
{,u u —c,(u —u) ©

UV —c,(v' =v)=0 ’

where V? is the Laplacian operator. Equation (6) can be solved numerically by iterative
methods. For details, see [8].

Fig. 3 shows the result of the motion field refinement. Figs. 3(a) and 3(b) show two
consecutive images in sequence. There is no camera motion involved and only the
person is moving from left to right. Fig. 3(c) shows the initial motion field generated
by the full search method. The gray-level of each block represents the motion confi-
dence. That is, blocks with a white background have a high confidence measure. Fig.
3(d) shows a refined motion field. To prevent the appearance of a new motion vector
in blocks with no motion, we displayed the motion vector of blocks where the initial
motion existed. Note that the incorrect motion vectors in the left wall are effectively
diminished and those in the shirt are regulated.

(b)

(d)

Fig. 3. Initial motion field and refined motion field. (a) and (b) are consecutive images in se-
quence. (c) shows the initial motion field and the refined motion field is displayed in (d).

3 Region-Based Motion Representations and Segmentation

A region is a set of pixels that have similar features such as gray-level, color, or mo-
tion. By treating regions as the elementary unit for image processing, we can reduce
the computational complexity without a corresponding loss of accuracy.
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3.1 Region Adjacency Graph (RAG)

To partition an image into a set of homogenous regions, we used the watershed algo-
rithm [9], [10]. The watershed algorithm segments an image into uniform regions by
interpreting the input image as a topological surface. From the result of the watershed
algorithm, we construct a region adjacency graph (RAG) G =(V,E) . Fig. 4 shows

the detailed process for the construction of RAG with a block diagram.

Noise Reduction

v

Canny’s Gradient Approximation

v

Initial Partitioning J

Using Watershed Algorithm

|

Small Region Merging

v
[ Generation of Region Adjacenct Graph )

& A & B & A & B

Fig. 4. Block diagram for constructing a region adjacent graph

As the watershed algorithm is very sensitive to noise, it is preferable to use a noise
reduction filter in the pre-processing. To reduce noise in this paper, we used an ani-
sotropic diffusion filter [13]. The anisotropic diffusion filter removes noise effectively
without destroying the topological structure of an image. To acquire the Canny’s
gradient approximation of an input image [14], the image is convolved with the first
derivative of a Gaussian:

—X -x* /207

—— ) 7
\/ﬁoﬁe @)

where o is the standard deviation of the Gaussian. After applying the watershed
algorithm to G(x), tiny regions are merged into neighborhood regions. This merg-

G(x)=

ing step is required to reduce the computational complexity in the graph partition-
ing. Fig. 5 shows an example of the initial partitioning for the construction of the
RAG.

Let R={R|, R,, ..., R,} denote a set of regions obtained by the watershed algorithm.
R can be thought as a set of the vertices of the RAG. For region-based motion seg-
mentation, we assign a motion vector to each region. The motion vector of a region
can be computed from the refined motion field by a simple averaging operation as
follows:
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Fig. 5. Initial partitioning of an image. (a) is a selected frame of a video, (b) is the result of the
anisotropic diffusion filter, (c) is the result of the watershed algorithm and (d) is the final parti-
tioning with small region merging.

1 ,
m, = >, mi,. ®)
(x,y)ER;

Note that the block-based motion representation is converted to a region-based one
and the image segmentation problem is converted to a graph partitioning problem.

If two regions R; and R; are adjacent, it is considered that there is an edge Ej;. The
weight on the edge of RAG represents the motion dissimilarity of the two regions.
The motion dissimilarity between i-th and j-th region is simply defined as

d(. j) =|m, ~m, |. ©)

3.2 Graph Partitioning

We used a normalized cuts algorithm to partition the RAG [4], [11]. A normalized
cut, proposed by Shi, gives the criterion to partition a graph into perceptually signifi-
cant groups. A normalized cut can be obtained by a simple eigen-analysis on the
modified weight matrix.
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Let G =(V,E) be a weighted graph where V is a set of vertices and E is a set of
edges. The graph can be separated into two disjoint sets, A, B, AUB=V,
AN B = by removing edges between the two sets. The total weight on the edges
removed is called the cut: cut(A,B)= Z
minimizes the cut separates the graph effectively; however, it has undesirable bias

when there is a set with a small number of vertices. To overcome the shortcomings of
the conventional cut, a normalized cut (Ncut) is proposed:

cut(A,B) cut(A,B)
+ . (10)
assoc(A,V) assoc(B,V)

w(u,v). Finding a partition which

ucA,ve B

Ncut(A,B) =

where assoc(A,V) = ZM

nodes in the graph and assoc(B,V) is similarly defined. Minimizing the normalized

ey w(u,t) is the total connection from nodes in A to all

cut partitions the graph without the biased effect.
To partition the graph with the normalized cut, we compute the weight matrix W
with W(i, j)=w, and a diagonal matrix D which has the diagonal element with

d@) :ijlj . In the normalized cuts framework, the eigen-analysis of the general-

ized eigenvalue system (D— W)y = ADy gives the best partitioning. This generalized

eigenvalue system can be transformed into a standard eigenvalue system as equation
(11). For details, see [11].

Az =1z
A=D"*(D-W)D"*, (11)
7= D1/2y

In our segmentation method, the weight on the graph edge is assigned by the mo-
tion similarity of the two adjacent regions:

exp(—d(i. j)/o,) Depth(i.j)<k
Wi. = B
"o Otherwise

12)

where d(i, j)=lm, —m; | is the motion difference and Depth(i, j) is the depth of the

connectivity from i-th to the j-th vertex.

4 Experimental Results

The proposed segmentation method is applied to two video sequences with or with-
out the camera motion. The experiment was performed with a 1.8GHz Pentium IV
PC with 512Mbyte RAM and was implemented with Microsoft visual C++ .NET.
The motion similarity is considered for regions where the depth is not greater than
5(k=5).
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Fig. 6 shows the segmentation result from a synthesized image sequence. In this
image sequence, the background composed with small squares is moved to the
lower-left and the foreground object composed with larger squares is moved to the
upper-right (Fig. 6(a),(b)). Fig. 6(c) shows the motion vector of each region by a
different color. Regions with the same color have the same motion vector. This mo-
tion information is used to compute the motion similarity between adjacent regions
and the segmentation result by using the normalized cuts algorithm is presented in
Fig. 6(d).

© (d)

Fig. 6. Initial motion field and refined motion field. (a) and (b) are consecutive images in se-
quence. (c) shows the initial motion field and the refined motion field is displayed in (d).

Fig. 7 shows the segmentation result of videos without camera motion. In Fig. 7(a),
a person is moving from left to right in the front of a static camera. Because the video
is generated by a web camera, it contains an excessive amount of noise. Nevertheless,
the proposed method separated the person neatly (Fig. 7(b)). Fig. 7(c) is a selected
frame of a video which is obtained in the same way and the segmentation result is
shown in Fig. 7(d).

Fig. 8 shows the result of the motion segmentation of the foreman video. Because
the video contains complex camera motion, the segmented results have an undesirable
background patch. However, we think it is satisfactory because it is fully automatic
segmentation.
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(d)

Fig. 7. Segmentation results from a video without camera motion. (a) and (c) are selected
frames acquired by web camera. (b) and (d) show the segmentation results.

(b)

Fig. 8. Segmentation results from a video with camera motion. (a) is a selected frame from the
“foreman” sequence and (b) shows the segmentation result.

5 Conclusion

We proposed a region-based motion segmentation method, where the estimated mo-
tion vector is refined with a motion confidence measure. To compute the initial
motion field, we used a well-known block matching algorithm. While searching the
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motion vector of each block, we also computed the motion profile which was origi-
nally proposed as a measure of the probability distribution of motion vectors. In this
paper, we computed the variance of the motion profile and used that as the motion
confidence measure. With the motion confidence measure, unreliable motion vectors
are regulated with reliable ones in the neighborhood.

To transform the input image into a set of homogenous regions, we used the water-
shed algorithm. By treating regions as an elementary unit for further processing, we
reduced the computational complexities without a corresponding loss of accuracy.
Each frame is converted into a region adjacency graph and the graph is partitioned
into perceptually significant groups by means of the normalized cuts algorithm. The
weights on edges of the region adjacency graph are defined by the motion similarity
which is computed by using the refined motion field. Experiments show that the pro-
posed method gives satisfactory segmentation results for various videos with or with-
out camera motion.

References

1. MPEG-4 Video Verification Model Version 15.0, ISO/IEC JTC1/SC29/WG11 N3093, (1999)
. Bober, M. “MPEG-7 Visual Shape Descriptors,” IEEE Trans. Circuits and Systems for
Video Technology, vol. 11, no. 6, (2001) 716-719.

3. Tsaig, Y. and A. Averbuch, “Automatic Segmentation of Moving Objects in Video Se-
quences: A Region Labeling Approach,” IEEE Trans. Circuits and Systems for Video
Technology, vol. 12, no. 7, (2002) 597-612.

4. Shi, J. and J. Malik, “Motion segmentation and tracking using normalized cuts,” Sixth In-
ternational Conference on Computer Vision, (1998) 1154-1160.

5. Smith, P., T. Drummond, and R. Cipolla, “Layered motion segmentation and depth order-
ing by tracking edges,” IEEE Trans. Pattern Analysis and Machine Intelligence, vol. 26,
no. 4, (2004) 479-494.

6. Tekalp, A. M., Digital video processing, Prentice-Hall, (1995) 72-116.

7. Zhu, S. and K-K. Ma, “A New Diamond Search Algorithm for Fast Block-Matching Mo-
tion Estimation,” IEEE Trans. Image Processing, vol. 9, no. 2, (2000) 287-290.

8. Xu, C. and J. L. Prince “Snakes, Shapes, and Gradient Vector Flow,” IEEE Trans. Image
Processing, vol. 7, no. 3, (1998) 359-369.

9. Vincent, L. and P. Soille, “Watersheds in digital spaces: an efficient algorithm based on
immersion simulations,” IEEE Trans. Pattern Analysis and Machine Intelligence, vol. 13,
no. 6, (1991) 583-598.

10. De Smet, P. and D. De Vleeschauwer, “Performance and Scalability of a highly optimized
rainfalling watershed algorithm,” Proc. Int. Conf. on Image Science, Systems and technol-
ogy, (1998) 266-273.

11. Shi, J. and J. Malik, “Normalized cuts and image segmentation,” IEEE Trans. Pattern
Analysis and Machine Intelligence, vol. 22, no. 8, (2000) 888-905.

12. Strang, G., “Introduction to Applied Mathematics,” Wellesley-Cambridge Press, (1986).

13. Perona, P. and J. Malik, “Scale Space and Edge Detection Using Anisotropic Diffusion,”
IEEE Trans. on Pattern Analysis and Machine Intelligence, vol. 12, no. 7, (1990) 629-639.

14. Canny, J., “A computational approach to edge detection,” IEEE Trans. Pattern Analysis
and Machine Intelligence, vol. 8, (1986) 679-698.

15. Geman, S. and D. Geman, “Stochastic relaxation, gibbs distributions and the Bayesian res-
toration of images,” IEEE Trans. Pattern Analysis and Machine Intelligence, vol. 6,
(1984) 721-741.



Motion Adaptive De-interlacing with Horizontal and
Vertical Motions Detection

Chung-Chi Lin', Ming-Hwa Sheu', Huann-Keng Chiang', and Chishyan Liaw”

! Graduate School of Engineering Science and Technology,
National Yunlin University of Science & Technology,
123 University Rd. Section 3, Touliu, Yunlin 640, Taiwan
cclin@thu.edu.tw, {sheumh, chianghk}@yuntech.edu.tw

2 Department of Computer Science and Information Engineering, Tunghai University,

181 Taichung-Kung Rd. Section 3, Taichung 407, Taiwan
liaw@thu.edu. tw

Abstract. A motion adaptive de-interlacing technique with horizontal and
vertical motions detection is proposed and its performances are examined.
Object movement happens quite often in film broadcasting and normally they
move horizontally, vertically, or diagonally. The movements tend to destabilize
the quality of performance such as jagged effect, blurred effect, and artifacts
effect, while de-interlacing technique is utilized. In our proposed method, de-
interlacing begins with object motion detection, which is to ensure that the
interfield information is used precisely. The proposed method also utilizes
intrafield de-interlacing by median edge dependent interpolation, Median EDI,
while the object movement is not detected. The simulation results show that the
proposed algorithm exhibits better performances than other interpolation
algorithms.

1 Introduction

The current NTSC system uses the interlaced scan technique to display video sequence.
However, the technique creates undesirable visual artifacts and makes the lines flicker,
twitter, and crawl as results of the interlaced scan. On the other hand, the technique of
interlaced scan is unsuitable for devices like LCD displays, personal computer monitors,
and HDTYV that require a progressive scan format. Moreover, the new display systems
support progressive scan in order to reduce artifacts in display and improve the quality
of the picture. Thus, de-interlacing techniques are important to the quality of display.

Currently, the most popular broadcast picture format is 480-line interlacing. In digital
broadcast, new picture progressive formats with 480 or 720 lines are used. Therefore,
picture format conversion techniques are important for multi-format broadcast with one
source. Numerous de-interlacing techniques have been proposed for interlaced to
progressive scan conversion [1]-[17], which can be roughly classified into intrafield de-
interlacing, interfield de-interlacing, motion adaptive de-interlacing, and motion
compensated de-interlacing.

Intrafield de-interlacing [2]-[7] uses a single field to reconstruct one complete frame.
The most simple and conventional methods are line doubling and bilinear interpolation
in the vertical direction. The technique works fairly well for low frequency images with

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 291 -302, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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no degradation. However, it either creates a jagged effect in the oblique edge or
generates blurring effects, particularly in the high frequency area. To redress these
problems, the edge-based line average, ELA [2], method is widely used. The edge-based
line average method extracts edge information and calculates the average between lines
as interpolation. This method provides good results when the edge can be correctly
estimated. Nevertheless, it has shortcomings when wrong edge information is used, and
it is sensitive to small pixel values. Park er al. [3] proposed an edge dependent
interpolation, EDI, algorithm based on a horizontal edge pattern. The EDI algorithm has
a visually good performance in intrafield de-interlacing.

Interfield de-interlacing [2], [8]-[11] generates a full progressive frame by directly
merging two consecutive fields. Normally the video quality is better than that of
intrafield de-interlacing in static area, but the line-crawling effect occurs in motion area.

Motion adaptive de-interlacing [2], [7]-[9], [12]-[14] has the advantages of both
intrafield de-interlacing and interfield de-interlacing. If non-motion is detected,
interfield de-interlacing is able to present a pleasing resolution with low computational
complexity; otherwise, intrafield de-interlacing is used. Lin et al. [13] described a
motion adaptive de-interlacing algorithm that consists of ELA-Median directional
interpolation with same-parity 4-field horizontal motion detection. The same-parity 4-
field horizontal motion detection detects horizontal motion and makes accurate
determination about where objects are going to move.

Motion compensated de-interlacing [8]-[10], [14]-[17] is to present a macroblock
searching for a most similar block in the two successive even or odd fields and
calculates its motion vectors to form a new field. However, this approach is more
complex to implement and it is difficult to obtain good results without reliable motion
estimation. Jung et al. [15] described a de-interlacing method using motion
compensated interpolation. In the algorithm, the bi-directional motion is estimated
between the same parity fields, i.e., the previous and next field, and the motion vector is
refined in the interpolated field.

The motion adaptive de-interlacing techniques are capable of improving the quality
of the visual results. However, most of them focus on the horizontal motion detection
only; nevertheless, their performances are also affected by vertical motion. The vertical
motion tends to destabilize the quality of performance while de-interlacing technique is
utilized. It either generates a jagged effect, blurring effect, or artifacts effect. This paper
presents a motion adaptive de-interlacing that includes intrafield de-interlacing by
median edge dependent interpolation, Median EDI, and interfield de-interlacing with 4-
field horizontal motion detection and 4-field vertical motion detection. In section 2, the
proposed algorithm is discussed in detail. In section 3, extensive simulation results are
presented. Finally, the conclusions are given in section 4.

2 The Proposed Method

In our proposed method, the first stage of de-interlacing is motion detection, which
detects horizontal motion and vertical motion as well. If the motion is detected, then the
interfield information is used for interpolation according to different directional
motions. If the motion is not detected, then intrafield de-interlacing is used for
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interpolation by Median EDI. The block diagram of our proposed method is
illustrated in Fig. 1. In the rest of this section, the scheme of interfield de-interlacing
with horizontal and vertical motions detection is discussed in section 2.1, followed by
intrafield de-interlacing using median edge dependent interpolation in section 2.2.

Median EDI
Interpolation
-
£ )
" 4-field
Fa ['— horizontal :
Finel ] o motion Decision
detection g
Frz —— g otoh— 3| block
:
i
4-field :
vertical _________j
motion
detection
A
Interfield
. + Qutput
Interpolation

Fig. 1. Block diagram of proposed method (solid-line: data flow; dash-line: control line)

2.1 De-interlacing with Horizontal and Vertical Motions Detection

We now start from horizontal and vertical motions detection of our method. Let F,.
2@)), Fpa(ij), Fu(ij), and F,.1(i,j) denote as the field before previous field, the
previous field, current field, and the next field, respectively, where the two
dimensional spatial indices (i,j) are i=1, ..., Wand j=1, ..., H; and W and H are the
width and the height of frame, respectively. In motion detection, the absolute
difference value of pixels within 2-field [12], field F,; and F,,; leads to a wrong
decision if the object moves too fast. Consequently, line crawling effect occurs due to
the erroneous detection. The 4-field motion detection with extra field difference
between F,, and F, detects more motion information than 2-field motion detection,;
thus the line crawling effect can be eliminated.

In 4-field horizontal motion detection [13], five directional temporal interpolations
are used to achieve higher resolution than that of interfield interpolation as shown in
Fig. 2. The method uses a 1x3 block to find the absolute difference value of block
matching between F, | and F,,, for five directional temporal interpolation. If the
minimum difference of block matching is smaller than the threshold 7, and the pixel
difference between F,, and F, is also smaller than the threshold 7,, the temporal
prediction of horizontal motion will be adopted.
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Fig. 2. 4-field horizontal motion detection

Normally, the object moves horizontally, vertically, or diagonally. In 4-field
vertical motion detection, the upward and downward directional motions are
discussed. We separate vertical motion to be the upward, downward, and diagonal
motions that ten directional temporal interpolations are used to achieve higher
resolution than that of interfield interpolation. In Fig. 3, five directional temporal

interpolations of upward 90° motion and upward diagonal 30°, 45°, 135", and

150° motions are used. The method uses a 1x3 block to find the absolute difference
value of block matching between F,,; and F,,, for five directional temporal
interpolation. If the minimum difference of block matching is smaller than the
threshold 7}, and the pixel difference between F,, and F, is also smaller than the
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threshold 75, the temporal prediction of upward or upward diagonal motions will be
adopted. The method for the temporal prediction of downward and downward
diagonal motions is processed similar to that of upward motion and upward diagonal
motions detection.
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Fig. 3. 4-field upward motion and upward diagonal motions detection

2.2 Intrafield De-interlacing Using Median EDI

Edge dependent interpolation [3] is a technique of intrafield de-interlacing but some
artifacts occurs due to erroneous detection in a non-dominant directional edge region.
In this section is proposed to the Median EDI that it can eliminate the artifacts by
interpolating the missing pixels according to the classification of the edge region.
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In current frame, the value of interpolated pixel, F,,(i,j), is decided by Median EDI
method that the value of interpolated pixel. Let u(p) be the sum of the values of three
consecutive pixels in row j-1, and be defined as

u(p) = sum(F,(i+p—1, j=1),F,(i+p,j—D,F,(+p+1,j-1), (1)

Where p is -1, 0, or 1. The v(q) is the sum of the values of three consecutive pixels
in row j+1 and is defined as

v(q) = sum(F, (i+q—1,j+1),F,(i+q, j+1),F,(i+q+1,j+1)), )

Where g is -1, 0, or 1. The parameters p and g are the reference position with
missing pixel. Thus, the absolute difference value of u(p) and v(q) pair, diff(p,q), is
defined as

diff (p,q) =[u(p)—v(q)| . 3)

Thus, the minimum absolute difference value which is the pair of p' and ¢g' can
be obtained. It is defined as

(p.g)= arg min diff(p.9) @)

The value of A is the estimated value for interpolated pixel, A, and is defined as

_F(+aj-D+F,(+bj-D+F (i+c¢j+D+F (i+d j+1)

A (5)
4
Where a, b, ¢, and d have the relationship with p' and q' as
(0.0,0,0) if p=q
" '9 '9 ' l ' = '
(@b.c.d) = (p.p.q9.9) fp' 'q ©
(_1’0’071) l.f P < q
(0,1,—-1,0) if p' > q' s
At last, the value of interpolated pixel, F,(i,j), can be obtained by
. ]A if min diff (p,q)<Th
F,@G,))= . .. .. . (7
Medlan(Fn @, j-D,AF,G,j+ l)) otherwise ,

Where a threshold parameter 7h needs to be set in advance. This method could
avoid artifacts while erroneous detected in a non-dominant directional edge region.

3 Simulation Results

The proposed algorithm is coded in C++ and executed on personal computer. To
evaluate the performance of de-interlacing with horizontal and vertical motions, three
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threshold values used in the simulations are set empirically to: Ty = 45, T, = 15, and
Th = 15. The test video sequences are illustrated in Table 1. The performances of our
proposed algorithm with that of bilinear, ELA [2], EDI [3], and Lin [13] are analyzed.
In table 2, the proposed method has better performance than other algorithms. Fig. 4
to Fig. 6 demonstrates that our proposed algorithm for horizontal and vertical motions
detection present a more pleasing visual quality. The average PSNR of the results
from our method and from different interpolation methods for various sequences are
compared in Table 3. And Fig. 7 shows the PSNR performance of the various de-
interlacing methods on some video sequences. The results also show that the proposed
algorithm has better average PSNR than other algorithms.

Table 1. The test video sequences

Video Sequences Frame size Number of frame
Akiyo 176x144 300
Coastguard 176x144 300
Container 176x144 300
Hall Monitor 176x144 325
Mother and Daughter 176x144 300
Weather 360x243 300
Table Tennis 352x288 300
News 176x144 300
Silent 176x144 450

Table 2. PSNR in Fig. 4-6

Name Bilinear ELA EDI Lin [13] Proposed
Akiyo 36.25 34.86 36.30 49.61 50.36
Coastguard 27.12 26.66 26.93 29.46 29.73
Container 26.75 26.37 26.55 34.96 35.16
Hall monitor 28.39 27.65 28.27 37.79 38.35
Mother and Daughter 32.75 32.64 32.89 46.20 46.91
Weather 24.10 25.15 25.24 37.62 38.69
Table Tennis 26.39 24.87 26.07 36.58 3743
News 30.50 27.65 29.94 39.46 41.97
Silent 32.01 31.30 31.97 44.73 45.19
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Fig. 4. Akiyo (a) Original (b) Bilinear (c) ELA (d) EDI (e) Lin [13] (f) Proposed

(d) (e) ®

Fig. 5. Table Tennis (a) Original (b) Bilinear (c) ELA (d) EDI (e) Lin [13] (f) Proposed
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Fig. 6. News (a) Original (b) Bilinear (c) ELA (d) EDI (e) Lin [13] (f) Proposed

Table 3. Average PSNR of the various de-interlacing methods on some video sequences

Average Bilinear ELA EDI Lin [13] Proposed
Akiyo 36.14 35.00 36.22 41.48 42.34
Coastguard 26.57 26.23 26.42 27.06 27.32
Container 26.11 25.81 2592 33.20 33.48
Hall monitor 27.75 27.06 27.64 34.62 35.23
Mother and Daughter 34.01 33.79 34.13 39.39 39.90
Weather 23.29 24.21 2421 31.00 31.33
Table Tennis 27.44 26.40 27.26 32.06 32.54
News 30.02 27.55 29.54 35.73 36.46
Silent 32.28 31.58 32.27 36.51 36.92
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4 Conclusion

In this paper, we propose a new scheme of horizontal and vertical motions detection
algorithm for motion adaptive de-interlacing technique. We propose the horizontal
and vertical motions detection scheme, which is executed to ensure that the interfield
information can be used more efficient. After the horizontal motion information and
vertical motion information are produce. The decision block selects the result for
interpolated pixel according to the information of horizontal motion, vertical motion,
and Median EDI. The results of our experiments show that the quality of picture can
be improved by horizontal and vertical motions detection algorithm. Furthermore, the
simulation results also show that our proposed algorithms present a higher quality of
video sequences than other interpolation algorithms.
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Abstract. This paper describes a method of image generation based
on transformation integrating multiple differently focused images. First,
we assume that objects are defocused by a geometrical blurring model.
And we combine acquired images on certain imaging planes and spa-
tial frequencies of objects by using a convolution of a three-dimensional
blur. Then, we reconstruct an all-in-focus image from the acquired im-
ages based on spatial frequency analysis using three-dimensional FFT.
Some experiments of image generation utilizing synthesized images and
real images are shown and extension of the method integrating multi-
ple differently focused images in three-dimensional frequency domain is
discussed.

1 Introduction

In order to generate a certain image by using multiple differently focused images,
conventional methods [1-14] usually analyze each acquired image independently
and merge them into a desired image. These methods are not easy to extend for
merging very many images. In this paper, we propose the method for integrating
multiple differently focused images as structured three-dimensional information.
Then, it is analyzed in the frequency domain and transformed to desired images
directly[15].

A three-dimensional filter derived from our geometrical blurring model com-
bines spatial information of the scenes and integrated acquired images with a
space-invariant equation using a convolution. By transforming the equation into
the frequency domain, we analyze preserved frequency components of the scenes
on integrated acquired images. Then, we design a filter that transforms them to
an all-in-focus image without any depth estimation.

Some experiments of an all-in-focus image generation utilizing synthesized
images and real images are shown.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 303-314, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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2 Geometrical Features of Our Blurring Model

In our method, first, we assume that images are acquired with an ideal geo-
metrical blurring model as Fig.1. We define 7;; as a radius of the blur on the
image plane P; produced from objects which are focused on the image plane F;.
The radius r;; can be expressed with the radius of the lens (L) and the distance
between the lens plane and the image plane P;, P; (v;, v;, respectively) as follows:

ry= Ul 1)
1

Here, we correct the size of the acquired image to be fit to the image acquired on
a certain image plane P,[11]. Using the distance between the lens plane and the
plane P, (vy), the corrected radius of the blur 7;; can be expressed as follows:

% ”—’fL —uily (2)

vy Uy Vi

On the other hand, a radius of the blur on the plane P; produced from objects
which are focused on the plane P; is expressed as follows:

_ Up vy |vi — vy
Tji = —Tji = -
Uy Uy Uy

L. (3)

Therefore, we obtain the following relation:

Tji = Tij - (4)
Image Plane
Object Plane Lens Plane —_—
Ii L v
L I Vi Vi W
£ 1 1 1
li l
b — +t+—=—F(
ij ui vl f
v.
w L V| oy, S :focal length
Pi PP Py

Fig. 1. A geometrical blurring model
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In the same way, each radius of the blur produced between three image
planes P;, Pj, P, (the distance from the lens plane is denoted by v; > v; > vy,
respectively) is expressed as follows:

Up Vi — Uk

= 2 g 5
Tik = o (5)
_ Up U5 — Uy

1 6
T'ij v (6)
_ v Vj —

iy = ———1L . 7
Tjk v (7)

Therefore, we also obtain the following relation:
Tik = Tij + Tk - (8)

Based on the relations above, by setting vy ~ vy_1 appropriately, we can
acquire multiple differently focused images under the condition using a certain
r(>0) as follows:

Tij = |7 —ilr . 9)

3 Scene Analysis Using a Multi-focus Imaging Sequence

We correct the size of the acquired images under the condition described in
the previous section and create a multi-focus imaging sequence. Then, we line
the sequence up along the orthogonal axis (z—axis) to image planes (z,y) as
Fig.2. The acquired image on the image plane P; is put at z = i after the
size correction. This three-dimensional structure which consists of a multi-focus
imaging sequence is denoted by g(z,y, 2).

And here, let us introduce images which consist of only focused regions of
each acquired image. The other regions are set to 0. When the size of these
images is corrected and they are lined up in the same way as g(z,vy, z), we can
define the three-dimensional structure denoted by f(z,y,z), which represents

acquired

&_1 images 3-D blur

blur

Fig. 2. A three-dimensional blur combines the scene and the acquired images
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spatial information of the scene. If the scene is corrected in the manner derived
from a perspective imaging, it equals f(z,y, z) except occluded regions.

Under the condition in the previous section, a certain three-dimensional blur-
ring filter h(x,y, z;7) can combine f(z,y, z) and g(x,y, z) by using a convolution
as Fig.2. Finally, we obtain the following relation:

9(x,y,2) = Mx,y,z;7) * f(z,y,2) . (10)
In the frequency domain, the convolution is transformed as follows:
G(u,v,w) = H(u,v,w;r)F(u,v,w) . (11)

Therefore, by analyzing characteristics of H (u, v, w), we are able to know how the
multi-focus imaging sequence g(z,y, z) preserves spatial frequency components
of the scene f(x,y, z).

4 Characteristics of Three-Dimensional Blurs

Let a Gaussian blur with the variance of 02 be denoted by b(x,y; o). Here, we
replace a geometrical blur, the radius of which is R, with a Gaussian blur of
o = R/v/2 [9]. Then, the three-dimensional blurring function h(z,y, z;7) can be
expressed as follows:

e ={ OGP Gy o

In the frequency domain, h(x,y, z;7) is transformed as follows:

oy = Nb(ws (B + K 20) 2 /V2) (r(u® +0%) #0)
Hu,v,wir) = { N6(uw) (r(u? +v?) = 0)

where if the corrected size of images is denoted by (N, Ny), K, = N/N,, K, =
N/N,. For simplicity, we rewrite H(r) = H(u,v,w;r) and show characteristics
of H(1.0) and H(0.0) in Fig.3, where N = 64, N, = N, = 128. In Fig.3, we
define s? = K,%u? + Ky21)2, that is, their characteristics are symmetrical along
ellipses. Along a w-axis direction, they consist of Gaussian functions and a delta
function, which is the limit of the Gaussian function, where o — 0.

Concerning about H(1.0) at (u,v) = (0,0), we can see that the DC compo-
nent along image planes draws a delta function along the w-axis. It indicates
that the depth of regions which do not have any texture in the scene cannot be
estimated.

H(0.0) denotes the three-dimensional filter corresponding to acquired images
with an ideal pin-hole camera. In this case, all of acquired images is the same
all-in-focus image and H (0.0) consists of only a delta function along the w-axis.
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Fig. 3. Characteristics of three-dimensional blurs

It indicates that with this filter we can acquire complete information of the scene
texture, but on the other hand, the depth information is completely lost.

For acquiring spatial frequency information of the scene, it is preferable that
|H(r)| is, to a certain extent, larger than 0 constantly. When we take a close
look at the high frequency component along image planes of H(1.0) in detail, we
notice that |H(1.0)| is constantly close to 1, where the distance between (u,v)
and (0,0) increases larger. It indicates that the depth information of the regions
which have clear textures can be precisely estimated.

5 Image Generation by a Three-Dimensional Filtering

As we described in the previous section, even utilizing multi-focus imaging se-
quences, the scene f(z,y, ) itself cannot be estimated completely because there
are regions where |H(r)| ~ 0 around w-axis except w = 0. On the other hand,
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concerning about the frequency component of H(r) along w = 0, that is, (u,v)-
plane, |H(1.0)| is smaller than |H (0.0)|, but larger than 1 constantly. Therefore,
in general, we can directly generate an all-in-focus image a(x,y, z) (any z will do)
from the multi-focus imaging sequence without any scene estimation as follows:

A(u,v,w) = H(0.0)F (u, v, w)
= H(0.0)H ' (r)G(u, v, w) , (14)
where A(u,v,w) denotes a(z,y, z) in the frequency domain.

We define H(0.0)H*(r) above as a single filter and analyze the character-
istics of the filter. Concerning about the frequency components of H (r) whose
power is near to 0, H1(r) cannot be determined. But corresponding compo-
nents of H(0.0) is always 0, and so finally, the components are harmless as a
single filter H(0.0)H ~*(r). We can reconstruct all the frequency component of
a(z,y, z) from the multi-focus imaging sequence g(z,y, z).

6 Experiments

6.1 Experiments Using Synthesized Images

We assume that two scenes have a certain texture and various depths as shown in
Fig.4, whose coordinates are corrected in the same way as Fig.2, and synthesize
multi-focus imaging sequences g (i, y, z) which consist of 64 images as Fig.5. Each
image has 128x128 pixels and g(z,y, z) for two scenes Fig.5(a) and Fig.5(b) is
structured with » = 1.0 and r = 0.5, respectively.

We can reconstruct all-in-focus images as Fig.6 by applying H(0.0)H ~(r) to
multi-focus imaging sequences. The results show that the desired images which
are clearly focused in all regions are reconstructed.lt is notable that the re-

Z Z
M 40
24
16
o 128 x O 16 48 80 112 «x
(a) Scene 1 (b) Scene 2

Fig. 4. Assumed depths of the scenes (at arbitrary y)
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g(z,y,40) g(z,y,40)

(a) Scene 1 (b) Scene 2

Fig. 5. Synthesized multi-focus imaging sequences g(z,y, z)
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(a) Scene 1 (b) Scene 2

Fig. 6. Reconstruction of all-in-focus images a(z,y, 0)

constructed images are not interfered by frequency components of H(r) where
|H(r)| ~ 0. In addition, we do not use any window function, but there are no
obvious distortions on the reconstructed images.

6.2 Experiments Using Real Images

We experiment using a multi-focus imaging sequence of real images as shown
in Fig.7(a)-(c), which are acquired by changing focus consecutively. Each image
has 512x480 pixels and the sequence consists of 64 images.

In order to make the sequence, we correct the size of actually acquired images
and apply a focus interpolation method to the corrected images to be fit to the
condition described in Sect.2 based on our previously proposed method[12]. As
a result, we estimate that the sequence is structured with r» = 0.41.

If we can know camera features and control camera parameters well, such
pre-processings to make a multi-focus imaging sequence become very easy. In
that case, the focus interpolation is not necessary and r is determined from
camera parameters. The size of acquired images also can be corrected according
to the camera features and parameters without any estimation.

In Fig.7(d)-(f), we show the reconstruction results of a conventional select-
and-merge method[11] and our proposed method. Fig.7(d) is the focus estimation
result by the conventional method. White regions are estimated to be in focus at
images which are acquired by focusing on far depths. Conversely, black regions
are estimated to be in focus at images which are acquired by focusing on near
depths. Based on the estimation result, an all-in-focus image is reconstructed
as shown in Fig.7(e) by merging focused regions of each image. In Fig.7(f), we
show an all-in-focus image reconstructed by our proposed method.

In Fig.8, we show comparison of the upper half of the reconstructed images in
detail. The conventional method has visible artifacts derived from the inaccurate
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Fig. 7. Reconstruction of an all-in-focus image from real images: (a) g(z,vy,16), (b)
g(z,y,28), (¢) g(x,y,40), (d) the focus estimation result, (e) a conventional select-and-
merge method, (f) our proposed method

focus estimation in Fig.7(d). We can see that our proposed method provides the
reconstructed image that is more stable.
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Fig. 8. The upper half of reconstructed images

7 Discussion for Future Extension

The experiments in the previous section show that reconstruction of all-in-focus
images needs frequency components where w = 0 of the scene f(z,y, z), and the
components are preserved well on a multi-focus imaging sequence g(x,y, 2).

In the same way, any various images which are expressed with only the pre-
served frequency components on the multi-focus imaging sequences g(z, y, z) can
be reconstructed by using our method. It is useful future extension of the method
for image generation and reconstruction of some visual information derived from
the scene.

For example, the three-dimensional blur corresponding to acquired images
with a certain virtual iris as shown in Fig.9, where the center is (s,t) and the
radius is 7, can be expressed as follows:

h(z,y, 27, 8,t) = b(z + 52,y + tz;7]2] /V2) . (15)
In the frequency domain, it is transformed as follows:

H(u,v,w;r, 5,t) = b(w — (su+tv); r(u? + v*)2/V2) . (16)
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Object Plane Lens Plane Image Plane

iris

Fig. 9. A generalized blurring model

We can generate various images by using this generalized blurring filter. At
(s,t) = 0 and r = 0, it equals the filter for all-in-focus images with an ideal
pin-hole camera discussed in this paper.

8 Conclusion

In this paper, we proposed a novel method of all-in-focus image reconstruction.
Based on the spatial frequency analysis of a structured multi-focus imaging se-
quence using a three-dimensional filter, an all-in-focus image is directly recon-
structed from the sequence without any depth estimation.

As a future work, we will extend the method for generating more various
images from multi-focus imaging sequences. And we would like to analyze actual
blurs of ordinary lenses in comparison with our blurring model for applying this
method to real images more robustly.
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Abstract. This research is to make a series of NURBS surfaces for the virtual
3D conceptual design and the styling process by applying arbitrary free-hand
strokes. The surface can be modified in real-time calligraphic stroke based free
form deformation. The suggested algorithm is used to create 3D NURBS sur-
faces for styling object using free-hand strokes with the posture information of
the input wand. The algorithm presented in this paper can help product design-
ers in the conceptual engineering stage, even if he or she has no idea about the
shape of a target product.

1 Introduction

Design is one of the most important aspects of the overall product development proc-
ess. It determines not only the visual appearance but also the aesthetic and visual
impact of the product in order to give it the 'added value' and 'desirability'. Recently
the speed of design development cycles tends to increase in accordance with the
change of user requirements. Consequently, companies invest a huge amount of time
and manpower in developing the innovative shapes of products and the timesaving
design process.

In spite of the risk, the conceptual design and the engineering design have not been
integrated because while nearly all phases in the engineering design are computerized
nowadays, there is less use of computers in the conceptual design in which intuitive
and flexible tools such as pens and paper are mainly used. Moreover the current CAD
software used for engineering design does not provide intuitive sketching applica-
tions. These interfaces are typically based around 2D views and 2D input, and users
must communicate 3D information using 2D input devices such as a mouse, joystick,
or tablet. Consequently, this ‘2D-to-3D’ paradigm, in which 3D shape is built up from
2D inputs, unfortunately forces users to comprehend a rigid mathematical structure
and model 3D shapes by relying on a large and complex toolset. The toolset is needed
to compensate any inevitable loss of profiles, which are needed to create 3-
dimensional models.

Such complexity of current CAD systems illustrates the concrete limit in freely ex-
pressing ideas characteristic in conceptual design. Therefore, such approach may
hinder the efficiency of design process. To overcome this problem, we have found
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the possibility of a novel design paradigm. The ongoing research and the increased
computer performance contribute to the acceleration of the integration of the sketch
phase into the rest of the design cycle by applying the computerized format instead of
the analogue such as pens and paper, to the sketch manner.

Especially, the use of Virtual Reality (VR) techniques, instead of traditional 2 di-
mensional devices (monitor, keyboard and mouse), have made possible sketching
directly in 3D space in a more intuitive fashion. These demonstrated the unexploited
potential of real 3-dimensional design in VR. Virtual Reality offers a better perception
of 3-dimensionality, providing direct drawing and positioning via 3D interaction to
express the design concepts. Thus, according to our vision, VR can offer the ideal
unconstrained interface for free artistic expression and bridge the gap between crea-
tive experimentation and precise manufacturing-oriented modeling.

There have been a number of 3-dimensional construction systems built up of the VR
techniques in recent years. 3-Draw[1] system and FreeDrawer[2] are sketching sys-
tems, which have demonstrated that developing 3D models on the computer by draw-
ing directly in 3-dimensional space is natural and quick. And in Surface Drawing[3],
surfaces are created by moving a hand, instrumented with a special glove, through
space in a semi-immersive 3D display and interaction environment. The user's hand is
acting as a guide for a plane to construct a surface. The HoloSketch[4] supports several
types of 3D drawing objects and animation in three-dimensional space.

The user interfaces of these systems keeping the number of low level interactions
to a minimum, as well as the command set, support to express the user's thinking in a
fast way, while it provides little functionalities to be capable of sophisticated creation
to build complex 3D models. For instance, 3-Draw system allows only the placement
of lines and HoloSketch works well for models that are made of theses primitives but
do not readily extend to the larger class of all surfaces. Surface Drawing is not suit-
able to express tidied and beautified 3D models by reason of lack of skill to refine the
human hand's irregular shake.

We propose a smart sketching system, a 3-dimensional modeling tool for curve
drawing and deformation in an immersive VR system. It provides direct control over
the creation of a wide range of intricate and sophisticated shapes by moving the wire-
less wand through space. Each of the systems discussed above has some similarities
to our system, but the novel construction method and the calligraphic stroke based
deformation procedure make the system functionally quite distinct. In particular con-
struction method for surfaces is achieved through the skinning algorithm including
derivatives based on an angle (orientation) of the wand. The deformation is accom-
plished by means of some calligraphic free-hand strokes that are drawn for the target
curve on the final shape. Users are allowed to freely create, modify, and erase sur-
faces based on the wand's motions. A compact toolset and the construction process by
means of gestures allow both beginners and experts to have free access to quick and
easy 3D form creation and deformation.

2 The Calligraphic Stroke Based Virtual Surface Construction

Most 3D modeling software requires artists to create shapes using mathematical con-
trols. We observe that many artists have difficulty conceptualizing with these tools.
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Therefore, even when presented with sophisticated modeling tools, artists often use
pencils to think about models before specifying them with software. This process forces
a 3-dimensional task to be conducted in 2 dimensions. Since the object being created is
3-dimensional, this thought process would ideally take place in 3 dimensions.

In this paper we propose a 3-dimensional sketching and modeling interface that
support 3D input and output, running on the immersive VR system. This medium
allows the users to directly create 3D models by moving a 3D input device through
space. At first the points of a free hand calligraphic stroke are interpolated into a
NURBS curve. Secondly each profile value of selected curves is set equal. Thirdly a
set of curves is converted into a single NURBS surface by the skinning algorithm.
Finally a user can modify the shape of a NURBS surface by drawing additional calli-
graphic strokes.

2.1 Free Hand Calligraphic Strokes for NURBS Curves

By moving the wand through 3-dimensional space, a user draws lines on free-hand
drawings, which are automatically interpolated into a suitable NURBS curve. Using
the given data, which consists of drawing points, an appropriate parameter value and
the knot vector are computed. And then we can interpolate given a set of points with
pth-degree non-rational B-spline curve through the (n+1)x(n+1) coefficient matrix

of linear equations, which is set up by evaluating the B-spline basis functions. Here
n is the number of control points.

Before curves are converted into a skinned surface, there are several elements we
should consider for its order and profile value. Skinning algorithm is a method that
uses more than two curves to form surfaces. However, changing the order yields dif-
ferent skinned surfaces even with the use of the same curves. Thus, setting the order
of the curves given for skinning is important. A user has to select certain curves,
which will be combined to constitute a network of curves, in the appropriate order.

Moreover, another aspect to consider is that the values contained in each curve on
the same network, which will describe the shape of the desired surface, must be iden-
tical. Through the degree elevation algorithm and the knot refinement algorithm these
curves will have the same degree and be defined on the same knot vector. The degrees
must be set at the biggest values among those contained in each curve. If the knot
vectors of curves are not identical, the new knot vector, which is composed of the
maximum multiplicity of all knots, has to be defined. The knot refinement algorithm
enables the new knots to be inserted into the established knot with their multiplicities.
Consequently, these unified curves apply to the section curves of the skinned surface,
and their profiles are carried over in the skinning direction of profiles of the skinned
surface.

2.2 The Skinning with Derivatives of Edges

Skinning is one of the most powerful and widely used methods for surface construc-
tion: It defines a surface using two or more given section curves. A series of curves
functions as a frame of a skinned surface. It can help a user intentionally find the most
efficient way to represent the desired shape before beginning the modeling process.
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We present the enhanced skinning algorithm differently from the general skinning
algorithm. Our skinning algorithm is based on the construction interpolating both
points and derivatives determined from the position and the angle of the wand. The
resulting skinned surface passes through the given section curves and assumes the
given derivatives at the prescribed points by applying the standard B-spline interpola-
tion method. Especially consideration for derivatives gives emphasis on the impor-
tance of the motions of the wand. As the wand is moved in an immersive environment
as shown in Figure 1, data including the position and the angle of the wand are sent to
the tracking computer. The derivatives are determined from the angle between the
right and the left maker of the wand.

Fig. 1. Derivatives by the tracked motion of wand

Fig. 2. Various shapes by changing the derivative condition

The reason for using the derivatives is that each derivative gives rise to one addi-
tional knot and control point, and, hence to one additional linear equation. There are
some advantages of using derivatives for the skinning algorithm. As the derivatives
are added to the skinning algorithm, the number of equations increases double, so we
can get a double control points. We can get double control points by the skinning
algorithm including derivatives because the derivatives formula is used to set up the
additional equation. Hence, we can approach to the precise and various shapes of a
skinned surface due to the doubled control points. Most of all, the final shape of the
skinned surface encompasses the posture information of the wand, which implies the
extra meaning besides positioning of the 3D input device. Figure 2 shows the result-
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ing surface through the skinning algorithm with different derivatives. In consideration
of these aspects, we improved the modification techniques through manipulating the
derivative condition instead of the control point of section curves.

2.3 Object Creation by NURBS Surfaces

When creating an object interactively, we clearly require techniques that enable us to
manipulate the shape of the object intuitively. However designing skinned surfaces is
often a fastidious process. Mostly the skinned surface is defined, modified, and ma-
nipulated with operations on the section curves. A surface shape is difficult to control
due to its dependence on the number, shape, and positioning of these curves. More-
over, in commercial computer design tools, designers can obtain more desirable
shapes by assiduously manipulating their control points.

This modification method is definitely not suitable if developing the interactive
system that supports the 3D input, since exactly selecting spatial positions is hard in
these systems. Hence we have implemented the novel modification technique to be
fast and easy enough for the user to be able to efficiently work efficiently. In this
paper, we propose the method to modify curves and surfaces by drawing more calli-
graphic strokes.

A user is allowed to control the derivative condition such as the direction and the
size. The derivative conditions play an important role in determining the overall shape
of the surface[5]. Even though a set of the section curves is still fixed, just changing
direction and size of derivatives can cause wide differences of the control point net,
and so the accomplished shapes are diversified too.

In an attempt to capture the flavor of the sketching system, we initiated construc-
tion of each sample model of a boat. To begin, the user first draw four curves which
function as the frames of the boat model. Next, the user can construct the surface that
links the two curves, step by step, via the skinning algorithm with derivatives. The
hull shape of the boat can be diverse according to the change of derivatives conditions
as shown in Figure 3.

Fig. 3. Diverse hull shape by applying different derivative

A car model is constructed in a similar manner with the boat; first drawing the
curves that describes the frame of the car, and then expanding these curves into the
skinned surface via the skinning algorithm. Finally, both sides of the car are wrapped
with the Coons surfaces. Moreover user can attempt to create the various edge shapes
of the model by changing the derivative condition, as illustrated in Figure 4.



320 J.-h. Kwon et al.

Fig. 4. Car model by skinned and Coons surfaces

3 Deformation and Sculpting of NURBS Surface

3.1 NURBS Surfaces Deformation with Calligraphic Stroke

The constructed surface can be deformed by free-hand calligraphic strokes proposed
in the last chapter. The input stroke will be a target curve of deformation. The original
surface will be updated into a new surface including the target curve by calligraphic
stroke deformation. A designer can complete a rough 3D sketch using 3D strokes as if
he or she sketches directly on a 2D sketchbook. Calligraphic strokes for deformation
can be drawn at any side of surface such as upside and underside, as shown in
Figure 5. Sederberg & Parry[6] proposed a method by which solid geometric model-
ing could be deformed using tensor product Bernstein polynomial and lattices.

Case 3

Before

Case 2

LT
After

Fig. 5. Sample calligraphic strokes for the target curve
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Various deformation methods using lattices were proposed by Coquillart[7], Mac-
Cracken and Joy[8]. Hsu, Hughes, and Kaufman[9] found a new way of free-form
deformation using pseudo-inversed direct manipulation. Paul Borrel[10] deformed a
surface, locally displacing with constraint area. Wesche and Seidel[2] and Schkolne,
Pruett and Schroder[3] proposed another deformation method, which use special tool
or motion in virtual 3D environments.

But the deformation methods in the previous literature require completely different
procedure compared with the modification of 2D sketch in the general design process.
Using 3D stroke, however, much of researcher's concern is placed on drawing surface,
instead of surface deformation. The deformation method, which is adopting and using
the calligraphic stroke as target curve on the final shape make a designer draw and
modify a model easily and efficiently by using drawing skill of the general 2D sketch.

A user's stroke in 3D sketching system is to be target curve of surface deformation.
And the orientation of wand in 3D stroke defines the direction that determines defor-
mation area in the surface. The sequence of the deformation by calligraphic strokes
based on the above equation become as follows:

1. The user drawing calligraphically a stroke with 3D input system. The stroke
becomes the target curve on NURBS surface for deformation.

2. We now calculate corresponding projected points on surface using the posi-
tion and the orientation of stroke. First of all, we consider only one point in
the target curve. Surface is translated by using the matrix by which target
point is translated into origin of axes of coordinates, and rotated by using the
matrix by which target normal is rotated to positive direction of z-axis. Next,
we search parametric values of # and v on the surface that become the nearest
point to the origin, which is now the same as the target point. The values of u
and v become deformation point on the surface. The distance from deforma-
tion point to target point (deformation value) becomes diagonal element of

surface points, Ag*', matrix. NURBS basis functions are determined with the
value of u, v at the calculated deformation points.

Target Point

Deformation Area

Fig. 6. Two polynomials for the approximation of deformation
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3. The rest elements of Ag"' matrix except diagonal element are interpolated by

two third order polynomials. We use the polynomial at both sides of the target
curve. The rest elements of the matrix are determined by referencing Figure 6.
After calculating the displacement in both directions of u, v, and then the val-

ues are averaged to fill in the matrix Ag""'.

4. The basis functions are calculated and pseudo-inversed to determine the
change of the control points of the deformed surface.

When a designer draws an object, he or she expresses the volume and area by draw-
ing its outlines. The deformation by calligraphic strokes is the deformation of NURBS
surface using designer’s intentional strokes in 3D space such as outline drawings on a
2D sketchbook.

3.2 NURBS Surface Sculpting by Multi-resolution Trimming

NURBS surfaces are widely used in the engineering design since it could create
smooth surface using minimal number of data. But its intuitive deformation is quite
difficult especially for the detailed modification. Most literatures show a rough de-
formation so that these techniques may results some distortion or even separation
when applied in the sharp deformation. Coquillart[7] applied a lattice to deform a
certain area into the special shape. Coons [11] surface can be used for filling in a
space for deformation. Wang [12] showed that the separation of surfaces with knot
insertion could be used in the detailed trimming with continuous curvature. Virtual
sculpting tool [13] [14] is developed using the surface feature constraints, but this
deformation requires many control points for conserving the whole deformed shape.
Deformation can be implemented by trimming the target surface and the selected area
rendering.[15] Similar idea is applied in the sub-division surface with multi-
resolution.[16]

In this paper, both the surface trimming and multi-resolution surface are used for
the detailed sculpting including sharp edge of free form surface. The calligraphic free-
hand strokes are also used for the target sculpting curves. In order to triangulate the
surface, the NURBS surface is stored in grid type UV map that can be expanded into
the multi-resolution grid for detailed sculpting edge. Free-hand calligraphic curves
have to be projected onto the free-form NURBS surface. In curve projection by New-
ton iteration, the Equation (1) is used to update the u value.

_ C'(u)-(Cu)-P)
L CTw) - (Cu) - P)+|C )|

i+l

ey

where, C(u,) is the projection point and P is the point for projection. The conditions

for termination are similar to the curve case in the surface projection but are simply
extended to both u, v directions as follows.

a. Point coincidence

|S(u,,v[)—P|Sgl )
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b. Zero cosine

IS, (u,.v) - (S(u,,v,) - P)| - IS, G, v,) - (S(u,,v,)— P)

<e¢ <e¢ 3)
S, @S v) =P~ S, L v)|(Sv) - P) T
c. The parameter does not change significantly
|t =10)S, V) + (0, = VS, (0| S )

where, & is a measure of Euclidean distance and &, is a zero cosine measure.
Figure 7 shows a sample projection of free-hand calligraphic curve on surface.

Fig. 7. Projection of calligraphic stroke

Since the surface is stored in the grid type UV map, curve projection is actually the
process to find boundary grids as shown in Figure 8. Jordan Curve Theorem is used to
determine the exterior, interior and boundaries of all 2 dimensional UV grids.

Exteriore

Strokee

Boundary:

Interiore

Fig. 8. Projected strokes on 2 dimensional UV map

Sculpting is implemented by two separate surfaces, the original NURBS surface
and sculpting curves which have generally constant cross sectional shape. The bound-
ary area is required to be defined by smaller grids, so that the sculpting effect is
maximized. The Figure 9 shows the sharp boundary by quad-division interpolation of
UV map.
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Fig. 9. Boundary grids by quad-division interpolation

This multi-resolution surface can be used for the surface trimming without chang-
ing the topology of the target surface. Boundaries and interior grids are simply re-
placed with the sculpting effect in different levels as shown in Figure 10.
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Fig. 10. Projection of calligraphic stroke
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To show the effectiveness of the NURBS surface sculpting using multi-resolution
trimming, direct deformation with knot insertion and surface trimming with separa-
tion are compared with the proposed method. Two folding strokes are applied on the
10 by 10 cubic NURBS surface for sculpting.

NURBS surface sculpting using multi-resolution trimming shows satisfactory result
without distortion as shown in Figure 11. Maximum resolution is set for preventing
the unwanted precise quad-division for the repeated sculpting curves.

Fig. 11. Sculpting by multi-resolution trimming



Free-Hand Stroke Based NURBS Surface for Sketching and Deforming 3D Contents 325

4 Conclusion

We describe a smart sketching system, which demonstrates an innovative 3D model-
ing technique to construct and deform 3-dimensional models. The user directly draws
free-hand strokes using a wireless wand as an input device. A set of curves with de-
rivatives is converted into a surface by the skinning algorithm, of which the shape can
be interactively modified by additional stokes. We can explain that the significant
point of this construction method is the intimate relations between the shape of sur-
faces and the motions of the wireless wand.

Our smart sketching system is expected to solve the problems of the 2D interfaces,
which force users to comprehend a rigid mathematical structure and a complex tool-
set. Its compact toolset and the effective and sophisticated manipulation is enough to
accomplish complex projects, yet accessible for both experts and beginners.

Most of existing surface deformation algorithms makes a user learn how to use the
new deformation tool to design model. But surface deformation with calligraphic
strokes helps the user approach easily to the intuitive 3D deformation interfaces. The
general users don’t need to learn new skill or the way of using tool, and are able to
design model in 3D virtual space as they draw on a sketchbook. Some detailed sculpt-
ing interfaces are required to be implemented to finish the precise styling such as
filleting, grooving and making a hole in the surface.
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Abstract. This paper presents a new method of line drawing based on
the hypothesis that artists draw the lines that decompose the object
into parts, and the lines that help convey the shapes of the parts. But
they draw these lines differently depending on the viewpoint. Contours
are the most obvious part-decomposing lines. Valley lines, which typi-
cally delimit convex parts, are also part-decomposing lines. As shape-
conveying lines, ridge lines on each part are chosen; they are good at
conveying the shape of parts in that they are maxima of the principal
curvatures on the part surface. So, valley and ridge lines are good can-
didates in line-drawing. But they have been dismissed because they are
view-independent unlike contours. But because of their shape-conveying
capability, they have a strong intuitive appeal as candidates for line-
drawing. So we propose a way to "redeem” them by making them view-
dependent: Valley and ridge lines are given strengths depending on how
the view direction relates to the surface normals to the lines. On the
other hand, when valleys and ridges are extremely strong, for example,
when they are sharp edge lines, they are drawn regardless of viewpoint.
We have found that the view-dependent valley and ridge lines are quite
stable with respect to viewpoint change.

1 Introduction

When painting, artists can use all kinds of techniques to convey the 3D shape of
objects effectively. These techniques use the light intensity, color tone, shadow
etc. When drawing objects with only lines, artists use their intuition to capture
feature lines, which can depict 3D shapes well. So we ask “what lines do artists
draw?”

Contours, the lines at which “the surface turns away from the viewer and
becomes invisible”[4], are basic [11]; children use them a lot when depicting
objects. Contours were used by many NPR (non-photorealistic rendering) line
drawing systems [14,6,7,10]. But artists also draw lines other than contours.
Various hypotheses have been proposed about what lines they draw. The most
obvious choices are the salient geometric features of objects, e.g., creases, ridges,
and valleys [14,10,9]. Recently Costa Sousa et al. [2] proposed a line-drawing
method that draws individual creases, contours, mesh boundaries, convex edges,
and concave edges.
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DeCarlo et al. [4] suggested the revolutionary idea of suggestive contours.
These are lines “seen” from the current viewpoint that become contours when
seen from nearby viewpoints. The nearby viewpoints used to define suggestive
contours correspond to the mind’s eye of the artist.

However, the suggestive contour is not sufficiently stable with respect to
viewpoint change. That is, the suggestive contours can change abruptly as the
viewpoint changes. To solve this instability problem, DeCarlo et al. constrained
the set of nearby views by prohibiting them from being close to parallel to the
normal vector on the surface. DeCarlo et al. [3] have presented ways to improve
temporal coherence in dynamic viewing conditions (but not yet in animation).

In computer vision, there is growing consensus that to recognize some shape
human beings decompose the shape into parts. If we think that line drawing is
one way to represent how one recognizes a given shape, drawing lines at bound-
aries among parts is a good strategy. But line drawing techniques developed for
NPR have not paid an explicit attention to the observation that lines are for
decomposing the object into parts and conveying the shapes of parts. So the
meanings of proposed lines were not clear enough. This paper is an attempt to
take this important observation into consideration. But then which are parts to
recognize?

There are basically two ways to recognize parts. The first method is to define
a prior set of basic shapes that are possible parts. Then we need to find these
basic shapes in the object. Then the boundary lines are determined from the
recognized parts. Or we can define computational rules to detect boundaries
between parts. The parts are implicitly determined when the boundaries are
determined. The latter approach is more general and robust, and more suitable
for our purpose.

As a general criteria for finding boundaries between parts, the ”minima rule”
has been suggested|[8]. According to this rule, human vision defines part bound-
aries along valley lines, that is, at negative minima of the principal curvatures
on surfaces[5]. In other words, all negative minima of the principal curvatures
form boundaries between parts. There have been some work that use this idea
for mesh segmentation [12]. An extreme case of valley lines are concave creases,
which are obvious boundaries between parts.

Once parts are defined by valley lines, the shape of each part can be better
conveyed by drawing ridge lines on them. For example, the bridge of the nose is
a ridge line, and drawing it usually help convey the shape of the nose. A ridge
line is the locus of points at which the larger principal curvature (with positive
value) assumes a local maximum along the direction of the principal curvature.
The part surrounded by valley lines is typically convex. The ridge line on the
convex part typically represent the locally highest region of the part relative to
the bottom. So drawing ridges helps convey the shape of the part.

In summary, valleys and ridges have clear intuitive meaning which is useful
for line drawing. But as they are, valleys and ridges are view independent, so
they are not suitable for artistic line drawing. For this reason, DeCarlo et al.
[4] dismisses them as lines for line-drawing. But we want to "redeem” valley
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and ridge lines as lines for line-drawing, and propose a way to make valleys and
ridges dependent on viewpoint. When a ridge on a surface is seen from above,
its significance as a locally highest region is greatly reduced because this fact is
not conveyed by the ridge line. In such cases, it is not worthwhile to draw ridges.
We capture this intuition increasing the strength of a ridge as the view direction
diverges from the surface normal at the ridge. In contrast, when a valley is seen
from above, its significance as the boundary between parts is the strongest. We
capture this intuition by reducing the strength of a valley as the view direction
diverges from the surface normal at the valley. Ridges or valleys whose strengths
are below user-defined thresholds are not drawn. On the other hand, when valleys
and ridges are extremely strong, for example, when they are sharp edge lines,
they are drawn regardless of viewpoint. The thresholds are determined through
the process of trial and error. We present a variety of results, which confirms our
expectation. The supplementary video, which displays view-dependent valleys
and ridges as the viewpoint changes gradually, is a real time recording.

2 Valley and Ridge Lines

2.1 Principal Curvatures

The principal curvatures of a surface at a given point are the maximum and
minimum of the normal curvature of the point. For mesh, the principal curvature
at vertex v can be represented by using the normal variation between n,, and ny,
where n,, is the normal vector at the vertex v and ny is the normal vector to a
face f adjacent to vertex v (See Figure 1(a)). The smaller n, - ny is, the greater
the normal variation between n, and ny. If n, -ny is the smallest for a particular
face f, then the normal variation is maximum between n, and n . The maximum
normal variation can be considered an approximation of a principal curvature. If
the face f is below the tangent place at vertex v as in Figure 1(a), the maximum
normal variation is considered positive. If the face f is above the tangent place
at vertex v, the maximum normal variation is considered negative. We represent
the magnitude of the maximum normal variation by 1 —minsc oces(v) (v - ),
where 0 < minfe faces(v) (Mo - np) < 1.

2.2 Ridge and Valley Points

There are several methods for detecting ridge and valley lines[13,15]. Here we
describe a simple but effective method of detecting ridges. As shown in Figure
1(b), if a point p on the surface has the maximum (positive) principal curvature
greater than those of its neighbor points on the maximum principal curve of the
point, that point is called a ridge point. Connecting neighboring ridge points
forms a ridge curve, and the tangent vectors on a ridge curve are perpendicular
to the maximum principal directions.

To detect a ridge point, we compare the maximum normal variation of a
vertex v and those of neighboring points along the principal direction of the
vertex. See Figure 2 for the procedure of detecting ridge vertices.
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Fig.1. (a): The maximum normal variation as the principal curvature. (b): If the
maximum (positive) principal curvature of p is greater than that of neighboring points
on the maximum principal curve passing through p, then p is a ridge point. Connecting
nearby ridge points form a ridge.

Ridge Point

m
C=(m*C,+ n*C,)/( m+n )

Fig. 2. Left: The principal direction is the projection to the tangent plane of the
face normal ny of the face f, where n, - ny is the smallest. Right: Let C1 be the
maximum normal variation of the vertex. Let C be the maximum normal variation of
the intersection point between (the projection to the face f of) the principal direction
and an edge of the face. C is computed using the maximal normal variations C2 and
C3 of the edge vertices, respectively, as shown in the figure. If C1 is greater than both
the maximum normal variation C' of the point on the edge (visible in the figure) and
that of the point on the edge on the other side (invisible) intersected by the principal
direction of the vertex, the vertex is a ridge point. Here we use the 1-ring neighborhood
to detect a ridge point.

Valley points are determined in the same way as ridge points. The difference
is that the neighbor faces of a valley point are above the tangent plane at the
valley point, whereas the neighbor faces of a ridge point are below the tangent
plane.
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2.3 Detecting Ridge and Valley Lines

A ridge or valley line is formed by connecting ridge or valley points, respectively.
Because we apply the same connecting method to ridge and valley points, we
describe the method only for ridges. A ridge line is formed in two steps: connect-
ing ridge points to form ridge edges and connecting ridge edges to form ridge
lines. We have two rules for forming ridge edges:

1. If there are two ridge vertices on edges of a mesh triangle, the are connected
by a straight segment to form a ridge edge.

2. If each edge of a mesh triangle contains a ridge vertex, these vertices are
connected to the centroid of the triangle formed by the vertices. It results in
three ridge edges.

A ridge line is formed by connecting ridge edges by means of the hysteresis
thresholding technique [1]. In general, finding ridge lines in a high-resolution
mesh is itself a problem. A multi-resolution search for ridges may give a better
result, but in the present context, this is a side issue.

We want to detect sufficiently strong ridges, because drawing too many ridges
would look cluttered. One solution to this problem is to detect ridge points by
using the 1-ring neighborhood, and let the user set the threshold for sufficiently
strong ridge points. Another solution is to use the 2- or 3-ring neighborhood
to detect ridge points. Using wider local neighborhoods eliminates weak ridge
points. It turns out that the first method gives a better result. But the better
result of the threshold method relies on user intervention.

2.4 The View-Dependent Strength of Valleys and Ridges

Given valleys and ridges, whether they are drawn as lines or not and how they are
drawn depend on their ”view-dependent strengths”. We determine the strength
of a valley or ridge by how the normal vector to the valley or ridge is related to
the view direction. For example, look at Figure 3. When the view direction is
close to the surface normal to a ridge line, the ridge line does not help convey
the shape of the part, and it is given a weak strength. In contrast, when the view
direction is close to the surface normals to a valley line, the valley line greatly
helps decompose parts along it.
The strength of a ridge point p is computed as follows:

ridge_strength(p) = (1 — (np - v)) (1)

Here n,, is the normal to the vertex p and v is the view direction. The strength
of a ridge edge e is computed as the arithmetic mean of ridge_strength(pl) and
ridge_strength(p2) with the same proportionality coefficient for all ridge points.
The pl and p2 are the end points of a ridge edge. The equation for the strength
of a ridge edge implies that the strength is the least when the ridge edge is seen
right from above, that is, from the view direction parallel to the normal vector.

But, we put a constraint on the view dependency of ridge and valley lines. It
has been observed that artists draw ridges and valleys regardless of viewpoint,
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(b) ()

Fig. 3. Top: Ridges and valleys drawn independent of the viewpoint. Bottom: Ridges
and valleys drawn dependent on the viewpoint.  (a) The view direction is close to the
surface normals to the valleys and ridges: (Top) Both the ridges and valleys are drawn
strong. (Bottom) Only the valleys are drawn strong. (b) The view direction gets close
to the tangent planes to the valleys and ridges: (Top) Both the ridges and valleys are
drawn strong. (Bottom) the valleys begin to fade away and the ridges begin to emerge.
(c) The view direction is close to the tangent planes to the valleys and ridges: (Top)
Both the ridges and valleys are drawn strong. (Bottom) Only the ridges are drawn
strong.

when they are extremely strong. To reflect it, the ridge strength equation is
modified as follows:

ridge_strength(p) = normalvar(p) + (1 — (n, - v)) (2)

The normalvar(p) is the maximum normal variation of a ridge point p. It
represents the view-independent strength of the ridge point. So, the strength of
a ridge edge becomes great if its points have strong maximum normal variations.

The strength of a valley point p is computed as follows:

valley_strength(p) = normalvar(p) + (np - v) (3)

The strength of a valley edge e is computed in the same way as ridge edges.
The equation for the strength of a valley edge implies that the strength is the
greatest when it is seen right from above, that is, from the view direction parallel
to the normal vector.

A valley or ridge edge is chosen for drawing if their strength is above a given
threshold, which is determined by trial and error.
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2.5 The Brightness and Thickness of Lines

For visualization purposes, we determine the brightness of each segment( edge )
of ridges or valleys according to the maximum normal variations normalvar(pl)
and normalvar(p2). Here, the pl and p2 denote the end points of an edge.
We have found that visually pleasant results are obtained if the thickness is
proportional to the strength of ridge and valley segments.

3 Experiments and Results

We experimented with various models. We drew lines using purely geometric
valleys and ridges, and also drew lines based on their view-dependent strengths,
as shown in Figures 4, 5, and 6. Table 1 shows the threshold for the view-
dependent strengths of ridges and valleys.

Table 1. The thresholds for the view-dependent strengths of ridges and valleys

name vertex threshold for ridge strength threshold for valley strength
man 6,737 0.25 0.50
venus 19,847 0.42 0.45
buddha | 38,768 0.70 0.53
athena 7,546 0.88 0.35
turtle 14,276 0.30 0.38
elephant | 19,753 0.23 0.30
griffin 33,570 0.40 0.37
greek 4, 742 0.35 0.43

The supplementary video shows the view-dependent valleys and ridges, ob-
tained as the viewpoint changes continuously. The view dependent valleys and
ridges convey the shape reasonably well. The video shows that the view depen-
dent valleys and ridges are quite stable with respect to viewpoint change. The
viewer would not accept lines appearing or disappearing suddenly as the view-
point changes gradually. So it is important that lines in line drawing are stable
i.e. not too sensitive to viewpoint change.

4 Conclusions

In this paper, we have proposed an NPR line drawing technique. It aims at
"redeeming” valley and ridge lines for artistic line drawing, by making them
sensitive to viewpoint moderately. The collection of lines to be drawn is prede-
termined by geometry. But the ability to select which parts to draw from the
given collection gives a reasonable illusion that the lines change as the viewpoint
changes.
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Fig. 4. (a): View independent. (b): view dependent. (c): view dependent: The thickness
of lines is proportional to the strength of ridge and valley segments.
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Fig. 5. (a): View independent. (b): view dependent. (c): view dependent: The thickness
of lines is proportional to the strength of ridge and valley segments.

When we compare our method with suggestive contours, it turns out that the
lines drawn are less affected by viewpoint change. But this disadvantage pays
off in that our method is more stable than suggestive contours with respect to
viewpoint change.

The strength of valleys and ridges also depends on the magnitude of their
curvature. But we did not incorporate it in this study, except that we use the
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Fig. 6. (a): View independent. (b): view dependent. (c): view dependent: The thickness
of lines is proportional to the strength of ridge and valley segments.
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curvature to decide whether to draw ridges and valleys regardless of viewpoint.
It is because it is extremely uncertain how to combine this factor with the
dependency on viewpoint.

Future improvements include extending our system with other algorithms for
shape feature analysis (including more accurate curvature estimation methods).
It would also be useful to have automatic selection of threshold values for the
valley and ridge strength which vary over different regions of the model. This
locally adaptive thresholding helps balance the number of lines for different
regions.
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Abstract. The paper presents an efficient way of designing lighting setup for
rendering 3D face model. Specifically, we focus on obtaining lighting direction
for Rembrandt lighting. A Rembrandt patch is a triangle defined as the bright
region surrounded by self and cast shadows on a check area, and we use the
self- and cast-shadow curves for computing the direction of main lighting. A
user graphically specifies a Rembrandt patch on a 3D model. From the user in-
put, lighting directions are estimated from the cast- and self-shadow geometry
on a 3D face model. The final lighting direction is decided among the candi-
dates predicted by the self and cast shadows. The presented method lets a user
interactively design and achieve Rembrandt lighting by alleviating repetitive
manual search for the light direction by trial and error. Experimental results
show the effectiveness of the presented method. It suggests appropriate Rem-
brandt lighting directions quickly and easily.

1 Introduction

Lighting is an important factor in generating images in both real and graphical
environments. Basic function of the lighting is to make objects visible for observers.
In addition, lighting has more subjective functions in making films and photographs
[1][2][3]. Feelings such as mood, dramatic situations, emotion and tension can be
added to a scene by adequate lighting [4][5]. Moreover, in case of a close up shot,
designing proper lighting is one of the key issues in conveying detailed emotional
expressions of a character. Figure 1 shows photographs taken under four kinds of
standard lighting setups used frequently by photographers. Different impressions
from the characters can be created by different lighting designs.

Much expertise in lighting is usually required to make professional lighting condi-
tions. Even with much expertise, many trials are normally needed. Whenever the
object changes its position/orientation, lighting should change its whole setup every
time. For rendering of synthetic images using 3D modeling software like Maya™ or
3D Studio Max™, the lighting control should be no less stringent [6]. Even if hard-
ware accelerated rendering techniques support fast verification process of rendered
results, it takes time to find an accurate lighting condition by trial and error.

Our motivation for the work presented in this paper is to develop a software system
that suggests lighting directions for the common users who may not be familiar with
lighting design. We focus on the Rembrandt lighting which is frequently used for
close up shot of the character’s face. We propose an efficient approach to the design
of Rembrandt lighting based on simple graphical interaction by a user. A user draws

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 339 —349, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Lighting for portrait photography : (a) open loop lighting (b) close loop lighting (Rem-
brandt lighting) (c) butterfly lighting (d) one side lighting

(c)

the shadow curves/lines of a Rembrandt patch on a model face and the system auto-
matically computes the light direction. In contrast to the forward rendering process
with manually specified lighting conditions, we inversely calculate lighting directions
to fit the expected result.

There have been a number of approaches to the estimation of light directions from
shading and shadows. However, there have been only a few applications of the basic
techniques to the lighting design problem of creating desired effects in computer-
generated images. To the best of our knowledge, Rembrandt lighting design has not
been specifically investigated before.

Estimation of illumination direction from shading has been investigated under as-
sumption of point light source [7][8]. Sato et al. showed an approach to the estimation
of multiple point light sources from shadows [9]. Recent research has paid attention to
the recovery of multiple illumination directions [10] on a textured surface [11][12].
Our work benefits from the results in [10][11][13] for estimating light direction from
shadows. For computer cinematography, several researchers have presented methods
for lighting design. Poulin et al. proposed a sketch-based input method for highlight
and shadows [14]. Pellacini et al. showed an interface for placing shadows like a 3D
primitive with 3D objects and inversely calculated the lighting conditions [15]. A fast
rendering algorithm for interactive design of shadow was presented by Gershbein et
al. [16]. Interactive lighting design systems have been proposed for theaters [17] and
environments [18]. Wang ef al. present an image-based estimation method with arbi-
trary geometry for virtual reality [19][20].

The rest of the paper is presented as follows. In section 2, we introduce the Rem-
brandt lighting and its important features. Section 3 describes the whole process from
user input to lighting-direction estimation. Experimental results are shown in Section
4. Finally, we conclude our work and discuss future work.

2 Rembrandt Lighting

The Rembrandt lighting (closed loop lighting) is originated from a painting style
created by a Dutch painter, Harmensz van Rijn Rembrandt, in the seventeenth cen-
tury. In his portraits, he depicted the detailed facial expressions using contrast be-
tween shadows and lightings. The lighting used by Rembrandt is adopted by film
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directors since it is effective for close up shot of actor in movies. Therefore, it became
one of the standard lighting for person.

Under the Rembrandt lighting, shadows are connected on a cheek of face as can be
seen in Figure 1(c). That is why we call the Rembrandt lighting the closed loop light-
ing. Lighting designers determine the appropriate lighting conditions by constantly
checking this closed loop of shadows.

I 17 Cast Shadow Line
Self Shadow Line Cast Shadow Line

(a) Rembrandt patch in a photograph (b) Shadow lines

Fig. 2. Rembrandt patch

The triangle shaped bright region surrounded by shadows is called Rembrandt
patch as shown in Figure 2(a). We seek to estimate a lighting direction inversely by
extracting lighting directions from the shadow information. Boundary lines of the
Rembrandt patch are composed of three shadow lines. Moreover, the shadow lines are
generated by two types of shadows. As presented in Figure 2 (b), one (blue line) is a
self shadow line which is formed by surfaces that do not receive direct illumination.
The self shadow is also called attached shadow. Another (green line) is a cast shadow
line projected by the nose ridge. The other (magenta line) is also a cast shadow line
projected by the region of the eye. Whenever the light source changes its position,
these three shadow lines are located on different positions.

The “illumination-from-shadow” techniques give us the candidates of illumination
directions, and we use these two kinds of shadow information. If users sketch the
desired positions of shadows, lighting directions are estimated based on the illumina-
tion geometry of the self- and cast- shadows.

3 Proposed Method

Basic idea of our system is to estimate all the possible illumination directions from
the desired shadows sketched by a user and decide a final lighting direction for the
Rembrandt lighting based on a consensus of the computed directions. Figure 3 de-
scribes whole process of our system. Firstly, user sketches two lines on 3D face
model (Figure 3(a)). One is a cast-shadow line, the other being a self-shadow line. We
apply estimation algorithms to obtain possible illumination directions to fit each
shadow line as illustrated in Figure 3(b) and 3(c). Among two groups of possible
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illumination directions, we decide the final direction that satisfies the illumination
constraints given by the cast and self shadows as illustrated in Figure 3(d). With sug-
gested illumination directions, we can visually check the result by forward rendering.
To obtain more accurate lighting directions, we can repeat the whole process by
modifying the position of the shadow curves a few times.

A user may sketch lines or curves on the 3D face to specify the desired region
where the Rembrandt patch will be shown. The user clicks their mouse on the position
of lines or curves. We construct 2D spline curves from a set of input points on the
screen [21]. Along the spline curves, we sample sufficient number of 2D points and
then project rays from the 2D-sampled points into 3D mesh in the direction of camera.
We calculate 3D points on the 3D mesh by a ray-triangle intersection algorithm [22].
For two 2D shadow lines on screen coordinates, we obtain corresponding 3D points
on the mesh. Using these two sets of 3D vertices, we estimate illumination direction

08 S
o \\i

\:t/

(©)

Fig. 3. Diagram of proposed system: (a) sketching shadow lines, (b) illumination from cast
shadow, (c) illumination from self shadow, (d) final lighting direction (e) proof rendering

3.1 INlumination Direction from Self Shadow

For vertices corresponding to the self shadow curve, possible illumination directions
are calculated. At first, normal vectors of the vertices are mapped onto the Gaussian
sphere [23] as depicted in Figure 4(a). We apply the Hough transform to fit the
mapped points into circles [24]. Instead of choosing one circle with minimum error
value, we collect possible circles within threshold error value. Possible lighting direc-
tions are calculated by getting each normal vector of the plane including each circle as
shown in Figure 4(b). The possible lighting directions are projected onto the sphere
(we call light direction sphere) enclosing the face model like Figure 3(b).
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Surface Normal

Input model Gaussian Sphere

(a) Mapping surface normals of input model to
that of Gaussian sphere

]
)
: A fitted circle by Hough transform

light direction

projected zelf shadow curve

(b) Hough transform on a Gaussian sphere

Fig. 4. Estimating illumination direction from self shadow

3.2 INlumination Direction from Cast Shadow

To estimate light directions from cast shadow curve, we need to know which part of
the face model is casting shadows. Since the cast shadow curve of a Rembrandt patch
is generated by the nose ridges, we may extract the nose silhouette as viewed from the
points on the cast-shadow curve. However, it is time consuming, if not impossible, to
determine the nose ridges seen from those shadow boundary points. Therefore, ap-
proximate nose ridges are found from a side view of the face model.

As shown in Figure 5(a), we cast rays from the sampled vertices on the shadow
curve and then check where each ray intersects with the surface or not. Boundary
curve is determined as a nose ridge curve. Figure 5(b) depicts the extracted boundary
line. Figure 5(c) shows a result of finding nose ridges. There exists one-to-many cor-
respondence between the extracted boundary curve and the user-specified shadow
curve. All the possible direction vectors are computed from the set of 3D points along
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the shadow curves and the set of 3D points sampled along the extracted boundary
curves. These vectors become the candidate illumination directions from the cast
shadow information. Since false ridges are often included, we apply a simple filtering
algorithm to discard the false ridges. The smoothed lighting directions are projected
on the light direction sphere as shown in Figure 3(c).

(a) Ray casting from the shadow curve (b) Boundary curve

(c) A result of nose ridge line

Fig. 5. Finding nose ridge line

3.3 Determination of Final Lighting Direction

We decide the final direction to fit the two shadow curves using the possible direc-
tions for the Rembrandt lighting calculated in section 3.2 and 3.3. Both directions
from cast and self shadow are mapped on the light direction sphere. Therefore, we
merge them into one light direction sphere and calculate intersection between two
groups of directions. In most cases, two lines are intersected as shown in Figure 3(d).
Therefore, we decide the final light direction as the intersecting point on the light
direction sphere. If the directions are not intersected each other, we simply find one
pairs of light directions with minimum distance and decide a middle point between
the pairs as the final direction.
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4 Experimental Results

We have carried out experiments using 3D face models generated by Maya™. The
model is composed of more than 10,000 triangles. Our algorithm is tested on a PC
with P4 2.8GHz CPU and 512 MB RAM. We implement our system with Visual C++
and OpenGL in Windows environment.

Caresand manipulafion sngaw

QLfloat posfd] = { -1.00, .00 ,1.00 ,0.00 %

gluLookAt ( 0.00 000 ,200 000 ,000 0400 ,0.00 ,1.00 000 )
| ey & Bl center 10 u p 1
Click on the arguments and move the mouse ta modify values

Fig. 6. User interface

Figure 6 shows our interface for supporting interactive design of Rembrandt light-
ing. Using this interface, we graphically specify the desired shadow curves on the
target 3D face model. After drawing the shadow curves on the 3D face model, we can
check the estimated lighting directions displayed on both Gaussian sphere and 3D
space interactively. Moreover, we check the rendering image by the estimated lighting
direction. Whenever users change the position of the shadow curves, all process from
calculating lighting directions to rendering images are displayed in our GUI
interactively.

Figure 7 explains the effectiveness of our algorithm. From the user input in Figure
7(a), we confirm that the shadows rendered with the estimated illumination direction
are closely fitted to the input lines as shown in Figure 7(d). Figure 7(b) is a rendered
image using an illumination direction calculated by only cast shadow information.
Figure 7(c) presents also a rendered image with an illumination direction calculated
by only self shadow information.

We also make experiments with a 3D scanned face model of a real person. As
presented in Figure 8, results show a strong possibility to extend our work to real
world environment. In addition, we compare working time for designing Rembrandt
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lighting between without and with our algorithm. Figure 8(b) and 8(c) show an
example of rendered results with lighting direction with only manual search and
estimation by our algorithm. The result is similar with each other but it takes longer
time to search the lighting directions manually. The subjective tests with 10 persons
show that people spend from 15 minutes to 1 hour on manually searching the accu-
rate Rembrandt lighting direction. In comparison, it takes less than 2 minutes to
search with our algorithm.

(a) User input (b) Cast shadow only

(c) Self shadow only (d) Output

Fig. 7. Experimental results with a 3D face mesh model
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(a) User input

(b) Output by a designer (c) Output by our system
Fig. 8. Experimental results with a 3D scanned face model

5 Conclusion and Future Work

In this paper, we propose an easy way of designing Rembrandt lighting on graphical
3D environment. We present an algorithm that estimates the lighting direction from
the specified shadow curves and suggests lighting directions for Rembrandt lighting.
Our intuitive interface enables users to design lighting condition interactively. With-
out much expertise in lighting design, users can design their lighting condition for
Rembrandt illumination with the help of our system. Our system facilitates searching
for the accurate lighting by avoiding exhaustive trials.

Although we present effectiveness of our method through experiments, we note
some limitations in our work. Since the computation of the candidate lighting direc-
tions from the cast shadow curves rely on the ridges on a face model, false ridges
result in errors. An effective method for collecting valid ridge curves should be
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developed to improve the accuracy. Another problem is to merge the candidate light-
ing directions where there is no intersection. Instead of finding a nearest lighting
direction among the candidate lighting directions computed from the cast and the self
shadow curve, we may obtain better directions for the Rembrandt effect by interpolat-
ing the candidate directions. The method for manual specification of Rembrandt patch
also leaves room for improvement. Curves as well as vertices can be used to control
the position of shadow curve more delicately.

Techniques for designing lighting for other illumination effects than Rembrandt
will be a subject of our future work. We intend to extend our system to other standard
lighting settings, such as open-loop lighting and butterfly lighting. The lighting direc-
tions of standard lighting settings can be also calculated using the shadow curves. For
various kinds of lighting settings, we can construct the database of lighting settings
and give users more options when they choose the lighting settings.

Although our paper presents an approach for estimating the direction of a key light
which mainly contributes to generate the shadows, the directions of fill light and back
light should be estimated in the future. In addition to estimating the Rembrandt light-
ing direction, it will be desirable to calculate the different properties of lighting set-
tings such as size, intensity, and distances of light. For example, soft shadow along
the Rembrandt patch can be generated by estimating the size of light as well as the
lighting direction..

We also have plans to find a way to utilize the developed method for real-world
lighting design. The availability of lost-cost and high-performance range sensors will
make it possible to instantly capture the 3D geometry of a performer’s face and to
guide the lighting design for photography and film. Using the proper photometric and
geometric calibration procedure, we can simulate the rendering result using our soft-
ware and find proper positions of the object and the lights. In the real world, all we
have to do will locate the object and the lights on the pre-calculated positions. Instead
of estimating the lighting directions based on known 3D geometry information, it will
be useful to obtain the lighting direction from images in many applications.
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Abstract. This paper presents a new approach to the realistic rendering of facial
skin and to the transform of bare-skin colors into make-up ones based on the
BTF measurement from 2D photographs. We develop an apparatus to capture
skin texture images under various lighting and viewing directions. Instead of
physical modeling of human skin layers, our approach is based on the BTF
(Bidirectional Texture Function) for skin texture generation and rendering. We
present a method to add make-up effects to bare skin using a color transforma-
tion between the BTFs of bare skin and skin with make-up. Experimental re-
sults demonstrate that the presented method generates realistic skin texture and
cosmetic effects.

1 Introduction

In the field of computer graphics and multimedia, realistic rendering of skin has be-
come an important research topic recently. Human skin has spatial variations of its
texture and shows complex optical properties. Therefore, it is difficult to render 3D
face skin model realistically using simple synthetic skin texture. Moreover, makeup
changes the reflectance of the skin as shown in Figure 1. Reflectance properties
change due to the addition of cosmetic substance. In this paper, we analyze the
makeup effects from photographs and present a method for synthesizing realistic tex-
ture with makeup from the photographs taken from the real skin.

Some of the previous research has focused on modeling reflectance characteristics
of skin. Translucency of skin has been explained by subsurface scattering [1][2].
While BRDF representation has been dealing with reflectance on the surface,
BSSRDF includes reflectance properties caused by scattering beneath the surface.
However, this approach is more useful to homogenous materials like marbles. On the
other hand, human skin is composed of different materials like melanin, hemoglobin,
and collagen. Research based on Dermatology and Optics have analyzed human skin
as multi-layered structure and inhomogeneous material [3][4][S5] but it concentrate on
color characteristics of skin. A rendering technique considering multilayered structure
was also investigated by Hanrahan et al. [6]. It should provide an effective way of
synthesizing skin images if realistic physical parameters are given.

Image-based approach has obtained the reflectance properties from captured photo-
graphs of skin. BRDF property of human skin is estimated from photographs captured
under varying light directions [7]. In spite of accurate representation of the reflectance
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57\ i

(a) Bare skin (b) Skin with make-up

Fig. 1. Appearance change after makeup

properties, the BRDF model cannot include characteristics of the human skin texture
because it is the model for reflectance of one point on the object surface. Instead,
BTF model [8] includes spatial variation of materials. The 6-dimensional BTF func-
tion includes spatial variation of texture while 4-dimensional BRDF shows reflec-
tance ratio of a point on the surface. Rendering 3D surfaces using sampled BTF data
is presented by Tong et al. [9]. They propose the synthesis of BTF data by texton-
based analysis. Suykens et al. approximate BTF database using a factorization
method for hardware accelerated rendering [10]. The BTF database is decomposed
into small texture maps and synthesized in the graphics hardware. Koudelka et al. fo-
cus on compression of large dataset of BTF [11]. The BTF images are aligned using a
rectified method and represented as a weighted sum of basis images. For the diagnosis
purpose of skin diseases, Cula et al. presents skin texture modeling based on the BTF
[12][13]. After capturing small part of skin images under varying lights and viewing
directions, they extract features to recognize specific types of skin diseases.

In this paper, we present a practical rendering method using photographs and add-
ing makeup effects. Our rendering method includes all the effects on the skin such as
spatial variation of texture and complex optical properties. We discuss the addition of
make-up effects to facial skin data based on the BTF model. After measuring BTF
data for bare and make-up skin, we perform color transformation between corre-
sponding data sets. For rendering of 3D model, we generate texture maps using a tex-
ture quilting technique.

The rest of this paper is organized as follows. Section 2 describes the reflectance
model used in our method. We present whole process from data acquisition to render-
ing in section 3. Experimental results are shown and discussed in section 4. In sec-
tion 5, we conclude our work and discuss future work.

2 Reflectance Model: BTF

To represent reflectance information including the spatial variation of human skin tex-
ture, we use the BTF (Bidirectional Texture Function). The collection of BTF data is

illustrated in Figure 2. Under various lighting directions @), and viewpoints @,, we
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capture the reflectance for all points X on local region of texture. The BTF f is de-
noted by :

f&xo,0,), 0

where X is 2D spatial location on the surface and @, and @), are incident lighting di-

rection and camera viewing direction in the spherical coordinates, respectively. The
BTF is a 6-dimensional representation of texture and reflectance. Since the BTF func-
tion accounts for complex reflections due to specularity, interreflection,
shadow/masking effect by macrostructure in addition to shading, it has been consid-
ered as a potentially effective representation for complex surfaces such as skins. In
this paper, we construct the BTF database for a small region of human facial skin.

Fig. 2. Bidirectional Texture Function

3 Proposed Method

Basic motivation of our work presented in this paper is to transfer a make-up effect of
a face onto another face. The makeup effect is computed from two sets of BTFs: one
from a bare skin and another from the same skin with makeup. The overall process is
depicted in Figure 3. Firstly, we capture BTF data of bare and makeup skin of the
same face under uniformly sampled lighting and viewing directions. Using these
pairs of BTF data sets, we observe how much colors are changed by applying
makeup, which we call cosmetic factor. We add the makeup effect to new person's
bare skin by multiplying its BTF dataset by the cosmetic factor. Among the trans-
ferred BTF data set, we collect skin patches corresponding to the surface normals of
local surfaces on a 3D model and then use a texture synthesis technique to generate
texture image for mapping. The generated texture map includes texture details and
reflectance variations under a specific lighting direction, and can be used to render re-
alistic 3D human face.

3.1 Acquiring BTF Datasets

The acquisition of BTF datasets of human skin is done by capturing hundreds of pho-
tographs of facial skin with sampled lighting and viewing directions. For the effective

use of the BTF, the lighting directions @;(¢,6,) and viewing directions
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Fig. 4. Apparatus to control lighting directions

, (¢0 , 90) in Equation 1 have to be known accurately. We design an arc-shaped ap-

paratus as shown in Figure 4 to efficiently control lighting directions. BTF images
are captured in uniformly sampled intervals in illumination and viewing angles.

For the accurate measurement of lighting and viewing directions, we designed a
calibration board as shown in Figure 5(a). Checkerboard patterns are printed and four
needles are attached around the square hole for skin viewing. We attach this calibra-
tion board to the skin region of interest. Using the printed checker board patterns,

conventional calibration method is used for the viewing directions @, (@,,6,) . The
shadows cast by the four needles give us the clues for the estimation of the lighting
directions, Q(Q,Q) As depicted in Figure 5(b), the zenith angle of the incident

light direction, 91 , is estimated using the simple geometric relationship between the

shadow length a and the needle length b as follows:

0.=90—tan"'(b/a). 2
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(a) Calibration board (b) Calculation of lighting direction

Fig. 5. Decision of lighting directions

We determine the final zenith angle of the lighting direction by averaging all the di-
rections calculated from the 4 needles. The azimuth angle @, of the lighting direction

is also calculated by averaging the azimuth angles of the shadows cast by 4 needles.
We calculate a shadow vector from starting and ending point of the shadow. We get
the azimuth angle from the difference between the shadow vector and the reference
vector calculated from printed circle. The remaining parameter X , spatial location of
skin image, is registered after warping every skin regions into a rectangular one. As a
result, we organize image irradiance for each corresponding location, lighting direc-
tion, and viewing direction.

3.2 Cosmetic Factor: Transformation Between Two BTF Datasets

When people apply makeup, a new layer composed of cosmetic substances covers the
bare skin layer as shown in Figure 6(b). We generate the optical effect of this new
layer based on a simplified analysis of reflectance. The radiance from the skin layer

structure is formulated as the multiplication of the irradiance E(x, y,ﬂ,) and an ex-
ponential function based on the Lambert-Beer theory [14]. The reflectance equation
of the skin with makeup, L,, (X, y,4), at specific a location (x,y) over spectrum is
denoted by :

L, (x,y,A)=exp(C(x,y)+ B(x,y)E(x,y, 1), 3)

where  B(x,y) =—p,(x,y)0,(x,y) and C(x,y)==-p.(x,y)0,.(x,y)
P(x,y) is the pigment density of the layer and O(x, y) is the cross section of the

layer. The subscripts b and ¢ denote bare skin layer and cosmetic layer, respectively.
We assume that the bare skin has one layer structure and that the skin with makeup is

represented as two layer structure. The reflectance of the bare skin, LB (x, y,ﬂ) , 18
denoted by:

Ly(x,y,A)=exp(B(x,y)E(x,y,4). )
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The difference by makeup, which we call the cosmetic factor A(x, ), is obtained by
dividing Equation 4 by Equation 3.
LM (x’ y ’ ﬂ) (5)

A(x, y) =exp(C(x, y)) = Ly )

Inversely, we add the cosmetic effect to new BTF skin data of arbitrary person by
multiplication of A(x, y) as follows:

Ly, (x,y,A) =Ly (x,y, DA(x, y), (6)

where Ll; (x,y, A) denotes the radiance of BTF dataset of new person's bare skin and
L;W (x, y,/l) is a newly generated BTF dataset mixed with cosmetic effects. Even-

tually, we use L;W (x,y, A) to render a 3D face model by texture mapping.
E(x, y,4)

E(x,y,4) o
o L(x,y,A) Ly (.3, 2)

N\ —
P 5

Skin layer SKin layer
(a) Reflectance of bare (b) Reflectance of skin with
skin layer make-up

Fig. 6. Reflectance of skin layer

3.3 Texture Generation and Rendering on 3D Face Model

We generate a texture map composed of BTF data patches for rendering 3D human
face model. Global lighting and viewing conditions are set up in advance. Surface
normal of each polygon of the 3D face model and the known global lighting and

global viewing direction are used to calculate lighting direction @, (¢l , 91) and view-
ing direction @), (¢0,90). The corresponded texture patches for each polygon of the

3D model, f(x,@.(4,,6,),®,(9,,6,)),is drawn from the BTF data set. If the BTF

patch with corresponding light direction and viewing direction does not exist in the
data set, we select a BTF patch nearest the corresponding directions. Instead of map-
ping the retrieved patches to the corresponding polygon one by one, we make a tex-
ture map by merging all patches into one. To generate a seamless texture map, we
utilize an image quilting method [15] instead of directly copying BTF patches on the
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corresponding location of texture map. We can simply render the 3D model using the
synthesized texture map.

4 Experimental Results

Experiments have been carried out for leather datasets and human skin datasets using
our proposed method. We use a Sony XC-003 3CCD color video camera connected
to Matrox MC-II capture board for the image acquisition. After attaching the calibra-
tion board to the skin region of interest, we perform standard camera calibration. Be-
fore experimenting with real human skins, we test the BTF-based rendering method
using an artificial leather patch. We construct a BTF data set using 1200 captured

(a) 8 sample images of the artificial leather

(b) Rendering result

Fig. 7. Rendering result of a cylinder with artificial leather texture
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images. In order to render a cylinder, 100 BTF patches with corresponding lighting
and viewing directions are collected among the dataset. As presented in Figure 7(a),
the appearance of the artificial leather sample changes under various lighting direc-
tions. The selected eight images are captured from a fixed viewing direction and dif-
ferent lighting directions. Figure 7(b) shows a rendering result using the correspond-
ing image samples. It can be seen that our approach produces realistic spatial shading
of texture according to the surface orientation change.

Figure 8 shows the experimental results for generating cosmetic effects. We gener-
ate three BTF datasets for same person by adding makeup base and powder. Figure 8
(b) and Figure 8 (c) are the captured images after applying make-up base and adding
powder to the same skin region, respectively. After calculating the cosmetic factors,
we transform the bare skin with the cosmetic factors. Figure 8 (d) and (e) show the
synthesized skins with makeup base and additional powder, respectively.

Using the cosmetic factors, we transform the different person’s skin as shown in
Figure 9. We take photographs of two person’s bare skins as shown in Figure 9 (a) and
(d) and transform each bare skin to a skin with makeup base and a powdered skin using
the cosmetic factors computed from the datasets in Figure 8. Figure 9 (b), (c), (e), and
(f) show the synthesized results with the cosmetic factors of a different person.

(a) Bare skin (b) Skin with makeup base (c) Skin with power
(d) Skin with makeup base (e) Skin with powder
cosmetic factor cosmetic factor

Fig. 8. Simulation result using cosmetic factors

Results using human facial skin are shown in Figure 10. Instead of whole face, we
focus on the cheek area which has approximately 900 polygons. Figure 10 (a) and 10
(b) show the rendered results using reference BTF dataset which are captured to cal-
culate the cosmetic factor. Rendering result of bare skin of target person is presented
in Figure 10 (c). A face with synthesized makeup is obtained by multiplying the cos-
metic factor is shown in Figure 10 (d). The results show that appearance changes due
to applying cosmetics are transferred onto new BTF dataset.
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(a) Person A’s bare skin (b) Person A’s skin (c) Person A’s skin with
(input) with makeup base additional powder
skin (synthesis) (synthesis)

(d) Person B’s bare skin (e) Person B’s skin with  (f) Person B’s skin with ad-
(input) makeup base ditional powder
(synthesis) (synthesis)

Fig. 9. Synthesis results by cosmetic factors

5 Conclusion and Future Work

The generation of texture map of texture map of facial skin with realistic makeup is
presented in this paper. We show that adding a makeup effect to a skin BTF can be
easily achieved by multiplying appropriate cosmetic factor. Once we obtain a set of
cosmetic factors for a skin BTF, we can apply it to any new bare skin to create a
makeup effect, and we have demonstrated the effectiveness with experimental results.
Below, we discuss the limitations and future work.

To make the texture map without seam, we lost details because blending and
smoothing are included. Therefore, improved texture expansion methods are desir-
able for preserving the details.

The cosmetic factor model developed in this paper is based on the Lambert-Beer
theory which assumes that the material is only absorbing light without scattering.
However, the skin has translucent property caused by scattering inside the material.
For more accurate modeling of skin structure, we intend to develop new models that
account for multi-layered structure and scattering beneath the surface. We plan to in-
vestigate various approaches to modeling the reflectance change by makeup including
image-based decomposition of pigments based on a scattering model such as the
Kubelka-Munk model.

We are currently working to improve the efficiency of our measurement system.
The results shown in this paper is limited to one skin region. By developing a system
for the automatic control of lighting and viewing directions, we will be able to capture
the BTF data more efficiently and obtain more skin samples from various facial
regions. This will make the synthesized facial skin more realistic. We are also investi-
gating to develop more accurate camera and light calibration methods. Efficiency in
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temrs of data storage can be achieved by data compression. It will be useful in many
applications to reduce the size of BTF data by compression or to find a new compact
representation instead of stacking multiple images.

(a) Bare skin of reference (b) Makeup skin of reference
(c) Bare skin of new person (d) Synthesized makeup skin of new
person

Fig. 10. Rendered results
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Abstract. In this paper, we propose Responsive Multimedia System (RMS) for
a virtual storytelling. It consists of three key components; Multi-modal Tangible
User Interface (MTUI), a Unified Context-aware Application Model for Virtual
Environments (vr-UCAM), and Virtual Environment Manager (VEManager).
MTUI allows users to interact with virtual environments (VE) through human’s
senses by exploiting tangible, haptic and vision-based interfaces. vr-UCAM de-
cides reactions of VE according to multi-modal input. VEManager generates
dynamic VE by applying the reactions and display it through 3D graphics and
3D sounds, etc. To demonstrate an effectiveness of the proposed system, we
implemented a virtual storytelling system which unfolds a legend of Unju Tem-
ple. We believe the proposed system plays an important role in implementing
various entertainment applications.

1 Introduction

With the rapid advancement of hardware and software, entertainment computing
industry has been popularized during the last decade. Nowadays, it is common for
users to interact with virtual environment (VE) in various kinds of application areas
including simulation, training, education, and entertainment. In this regard, many VR
systems have been developed in various types to show its effectiveness.

Many researchers have studied about virtual reality system for virtual storytelling.
Most virtual storytelling system integrates multimedia presentation, multimodal inter-
faces. The representative examples are KidsRoom (Bobick et al., 1996), NICE
(Roussos, M et al., 1997) and Larsen and Petersen’s (1999) storytelling environment

* This work was supported in part by CTRC, and in part by MIC through RBRC at GIST.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 361 —372, 2005.
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[11[2][3]. They combined the physical and the virtual world into interactive narrative
play space. They also make a child's bedroom or a CAVE-like environment changed
as an unusual world for fantasy plays by using images, lighting, sound, and vision-
based action recognition. They offers interactive story through reactions to the user's
actions. However, their interfaces are not natural to control general VE since they
exploits specific devices (3D wand) or vision-based tracking system. Moreover, these
systems reduce user’s interest because they only show same responses without con-
sidering users. Moreover, they make users perceive gaps between real and virtual
environments by ignoring changes in the real environments.

We present Responsive Multimedia System (RMS) for virtual storytelling with
immersive multimedia contents. It consists of three key components; a multi-modal
tangible user interface (MTUI), a Unified Context-aware Application Model for Vir-
tual Environments (vr-UCAM), and virtual environment manager (VEManager).
MTUI allows users to interact with virtual environments through human's senses by
exploiting tangible, haptic and vision-based interfaces. vi-UCAM decides suitable
reactions based on multi-modal input [4][5]. Finally, VEManager generates dynamic
VE through 3D graphics and 3D sounds, etc.

The proposed RMS has the following advantages. It allows users to naturally inter-
act with virtual environments through multimodal interfaces, such as tangible, haptic
and vision-based interfaces. It also shows adaptive reactions according to the user’s
input through the multimodal interfaces. Moreover, it provides users with realistic
virtual environments by exploiting 3D graphics and 3D sounds. Therefore, it maxi-
mizes user’s interest through interactive and immersive virtual story telling system.

To demonstrate a usefulness of the proposed system, we designed interactive story
about ‘Unju Temple’. We described several events on specified locations of the tem-
ple and then classified them as applicable points for vi-UCAM. Moreover, it shows
narrative stories stimulated not only by human physical senses but also by their ex-
periences, knowledge and emotion without limitations of space and time. We also
implemented bi-directional interactive 3D web for enjoying contents through the web
site. We expect that RMS can evoke personal experience, knowledge, feeling and
senses of participants through the virtual storytelling.

This paper is organized as follows. We describe the conceptual design for proposed
system in Section 2. In Section 3 and 4, we explain the detailed explanation of RMS and
implementation. Finally, the conclusion and future works are presented in Section 5.

2 Conceptual Design of Responsive Multimedia System

In proposed RMS, we divide Environment into four parts as basic elements for story-
telling: user, real surrounding, virtual object and virtual surrounding. We assume that
these are basic elements for storytelling. All virtual objects and surroundings are con-
nected with an input and output relationship. In this architecture, the start point of
interaction can be user or a virtual object. Once users manipulate a real surrounding,
user’s gesture is acquired from multi-modal interface then it is delivered to virtual
objects or virtual surroundings. Then the virtual object shows suitable responses ac-
cording to the acquired input. Then the virtual object selects animated actions accord-
ing to the context acquired [16]. Also these animated actions bring an effect to the
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virtual surrounding. On the other hand, the virtual surroundings influence
environmental condition according to the context. As shown in Fig.1, the proposed
RMS is composed of a table-type multi-modal tangible user interface (MTUI), a uni-
fied context-aware application model for virtual environments (vr-UCAM), and
virtual environment manager (VEManager).

Virtual Surronding

Real _ @ Virtual Environment
Surronding Virtual
Object

3

> || vrWeather

o aviga
@ Real Environment proximity =" =
-

-

by D.Kim

Fig. 1. Conceptual Design of RMS; It supports seamless integration of vrSensor and vrService.
Left side is real environment and right side is virtual environment.

To design multi-modal user interface, we consider which modality have to be inte-
grated in RMS. Human perceive the environment in which they live through their
senses (e.g. vision, hearing, touch, smell, and taste)[6][7]. Since vision, hearing, and
touch are the main factors of human sense, we select these three modalities. On the
other hand, human express their own intention with voice, hand/body movement,
facial express, and so on. Considering mapping of different human-action modalities
to computer-sensing modalities, position/motion and video sensing devices can sense
multiple human actions. For instance, facial expression and hand or eye movement
can be sensed through the vision sensor. Therefore, we integrate position/motion and
video sensing devices in prototype of RMS

We design multi-modal tangible user interface as a form of table since we want to
use various types of objects on the table. It has table screen, LCD projector, table
glasses, sound devices and one workstation. We include vision-based and haptic inter-
face for the multi-modality in it. So users can manipulate the tangible object and
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watch information from table screen. Users also sense touch from direct manipulation
of tangible object. From the vision-based tracking system, user’s gesture and motion
are detected by tracking position/motion of tangible object. Clearly, force feedback
from haptic device stimulates human’s touch sense.

We can improve realism of user’s experience by exploiting vi-UCAM2.0 (a Uni-
fied Context-aware Application Model for Virtual Environments) [371]. It supports
seamless interaction between real and virtual environments. Moreover, it makes vir-
tual object to show adaptive reactions according to user’s context. Thus, we can apply
vr-UCAM2.0 for integration of the whole system and for unfolding the story. It is also
essential to decide pertinent responses suitable for user’s explicit and implicit inputs.

VE should provide realistic immersion. It needs to be modeled realistically and ob-
jects in VE have to show animated sequences realistically. It is important to show
realistic 3D terrain and environment factors such as sky, lightning and weather be-
cause users can feel the mood of environment. In addition, animated sequences of
virtual objects should be considered. These animations should be used to show appro-
priate responses to unfold a scenario.

3 Responsive Multimedia System

3.1 Multi-modal Tangible User Interface

MTUI allows exploration and interactive manipulation through haptic and vision-
based interfaces. Since we designed MTUI by exploiting tangible interfaces, it sup-
ports common daily interaction [8][9]. It assists participants to have deeper recogni-
tion of the environments, and enhances the sense of immersion in environments.
When a user interacts with virtual cultural assets, it provides a chance for interesting
interactions [11]. Our system reflects this point by allowing users to make a Buddhist
statue and then locate it in “Virtual Unju Temple’.

3.1.1 Vision-Based Interface

ARTable is a table-based tangible user interface system which uses a projector and
two cameras to display information and to track tangible objects [10]. One of the
cameras is placed over the table to capture its surface and augment virtual objects on
it. By showing what is happening in the VE within real space, the augmentation helps
the user to know how the table and the VE are related. Another camera and the pro-
jector are placed under the table. By using half-transparent material, the table could
show projection images on the table and the camera could see objects on the table
surface. The objects are attached with ARToolKit markers on their bottom so that
marker detection is not interfered with users’ hand occlusion [13]. And if the objects
are needed to be tracked in 3D space, markers are also attached on them.

In RMS, ARTable displays a map with indications of interaction cues through the
projector and users manipulate tangible objects to interact with the VE. Although
most virtual reality systems are equipped with a 3D joystick for the navigation, it is
easy to lose users’ current location and direction in VE. Thus we give a location and
meaning of it to the user to help user’s perception of the VE. Tangible objects are
more familiar form than 3D joystick or mechanical devices especially to the novice
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users. Thus they are sensible to manipulate and reflect where the user wants to navi-
gate or what the user want to do.

ARTable is composed of table-type frame, projector, two cameras, table screen,
and various types of tangible objects as shown in Fig. 2. Calibration is an off-line
process for a transformation between two cameras. After calibration, we can calculate
the poses of AR Markers attached on the tangible object. The table and AR display
show information to help users’ interaction. Tangible objects support various interac-
tions for VEs. And we also display a map of VE on the table screen and we calibrate
position of tangible object and the map.

3.1.2 Haptic Interface

A system configuration for haptic interaction is shown in Fig. 3. This system is
mainly composed of three parts: database, graphic, and haptic process. The database
has rough Buddhist image generated by a modeling tool such as Maya or 3D Max.
Each 3D model is represented by geometric vertex, face, color, and texture as obj file
format.

The geometric data are used for performing graphic and haptic deformation in each
process. Since the graphic and haptic process has their own thread, two processes run
at 30Hz and 1 KHz, respectively. In the graphic process, an immersive virtual envi-
ronment which has a virtual sculpting background is created and a rough Buddhist
model is loaded for achieving deformation. Each virtual object is loaded with realistic
texture mapping to provide a user with immersive interaction. In order to enhance
performance of graphic rendering, each object is optimized by display list and in-
dexed geometry methods which are commonly used for computational optimization
of graphic rendering.

In the haptic process, 3 DOF haptic interaction and haptic deformation are per-
formed in 1 KHz rate. 3 DOF haptic interaction is implemented by graphic hardware
based haptic rendering algorithm that can deal with any type of object data such as
surface-based or volume-based 3D representation as well as primitive models since
only the graphic rendering contexts are referred for the collision detection and force
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Fig. 3. Haptic Interaction Configuration

generation. In addition, it does not use any pre-computed hierarchy of object data
such as bounding boxes or voxmap because the data structure of the on-line the LOMI
is small enough to be updated in real-time [12].

After collision detection is performed by graphic hardware based haptic rendering
algorithm, then 3 DOF haptic deformation is performed according to 3 DOF force
computation between HIP (Haptic Interaction Point) and IHIP (Ideal HIP) [12]. At
this time, contact point (IHIP) between haptic interaction point and a surface of 3D
model is determined, and then triangles nearby contact point are remeshed. Deformed
region are specifically decided by reaction force, and weight factors of moving verti-
ces which determine deformed shape is calculated in the deformed region. Then
geometry information of deformation is transferred to graphic process for rendering
graphic context. In calculating deformation forces, weight factors of each vertex in
deformed region are considered to generate reaction force.

3.1.3 Networked Synchronization for Collaborative Haptic Interaction

We applied server/client architecture. The client sends his or her haptic cursor posi-
tion to server. The server manages and updates the virtual object states by using the
data and sends the update information of virtual objects to all clients. The client archi-
tecture supporting the proposed scheme consists of three layers: application, synchro-
nization, and network layer, as shown in Fig. 4. This layered architecture intends to
assist the application developer by isolating the synchronization and network issues.
Also, it supports easy expansion of a haptic application into a network version with
the proposed scheme.
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The synchronization layer relieves the deterioration of haptic interaction quality
caused by network delay (jitter) and loss by using the adaptive playout and transmis-
sion rate controls. The adaptive playout determination algorithm adaptively controls
the playout time according to current network delay distribution to filter out short-
term fluctuations and to control appropriate buffering (i.e., waiting) time for smooth
haptic interactions. The transmission rate determination algorithm control the trans-
mission rate based on the number of MUs in current buffer. The rate control is
achieved by filtering out MUs by exploiting the dead-reckoning scheme.

Finally, the network layer communicates with the other nodes (server or clients) by
the MUs. We implement the transmission protocol that refers to the control method of
RTP (real-time transport protocol). Additional features such as time stamp and se-
quence number are expected for the control in consideration of the case to send the
state of the VEs. Extra headers to assist the adaptive QoS control of haptic interaction
are placed on top of RTP.

3.2 vrSensor and vrService of vi-UCAM

vr-UCAM2.0 (A Unified Context-aware Application Model for Virtual Environ-
ments) is a framework for designing reactive virtual environments [12]. It makes
virtual objects to show personalized reactions according to user’s context. That is, it is
aware of user’s situation through the user’s explicit interactions. Furthermore, it infers
user’s implicit context (e.g. preference, intention, emotion, etc) from the explicit
situation. Finally, it offers adaptive responses according to the context.

The vr-UCAM?2.0 consists of vrSensor, viSCM and vrService. vrSensor generates
the context from detected changes. viSCM supports seamless context sharing between
real and virtual environments. vrService decides specific services by analyzing
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Fig. 5. Circles represent object or surrounding in Environment. Each element is attached to
vrSensor or vrService of vi-UCAM. All elements communicate each other over the network.

contexts generated from other vrSensors and vrServices. Thus, it detects user’s pre-
liminary context through user’s input with tangible objects and haptic interface. Then,
it comprehends the user’s explicit and implicit contexts, and then it makes virtual
environments to show personalized reactions according to extracted contexts. The
Fig. 5 exhibits the relationship between four elements which is based on the
vr-UCAM2.0.

3.3 Virtual Environment Manager (VEManager)

VEManager is composed of physical engine and environment engine. Physical engine
supports interaction between virtual object and virtual surrounding based on collision
detection. Environment engine has a role to control virtual surroundings such as
weather, temperature, humidity and so on. In this approach, LOD for a massive terrain
model and 3D sound generation are important.

3.3.1 Levels of Detail

The RMS contains a number of fine 3-D objects and a massive terrain model. In order
to display these models at a specified frame rate, we implement the Level-of-Detail
(LOD) technique. The LOD technique is to construct a number of progressively sim-
pler versions of an object and to select one of them for display as a function of range.
Three-dimensional objects which locate a great distance from the eyepoint are ren-
dered in less detail, while relatively close objects are represented in great detail. The
LOD technique saves rendering time significantly and improves overall display per-
formances. In this system, two types of LOD schemes are used. One is for 3-D objects
placed on the terrain, and the other is for the terrain model.

For 3-D objects placed on the terrain, we prepare multiple models of an object
with varying levels of detail and associate them with one node called pfLOD provided
by OpenGL Performer. A pfLOD node contains an x, y, z location of the center of
LOD processing which defines the point used in conjunction with the eyepoint for
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LOD range-switching calculations. During the culling phase of frame processing, we
compute the distance from the eyepoint to the object and select which LOD model to
display.

The LOD scheme for the terrain model is slightly different from the above LOD
scheme. The terrain model is so large that the entire terrain cannot fit into a single
LOD range. In order to address this problem we use Active Surface Definition (ASD).
The ASD is a real-time surface meshing and morphing library and an ASD surface
contains several hierarchical LOD meshes. When Performer renders an ASD surface,
a pfASD node which defines necessary information such as the structure or the
evaluation function selects triangles, not model, from many different LODs and com-
bines them into final surface. This approach enables to render the large terrain model
that is too large to select single LOD without requiring a lot of system memory.

3.3.2 3D Sound Generation for RMS

The 3D sound generating system consists of two modules: one module is a converter
to generate an appropriate sound format and the other one is an interface with the
speaker system. Fig. 6 shows a functional procedure of the 3D sound generating sys-
tem for RMS. The sound generation system first searches a file from a sound file
server whenever RMS requests a sound to the sound generating system. After that, the
file format of the sound file is modified into the format that can be dealt with the
interface with the sound system that supports 5.1-channel speaker system for RMS to
give a realistic sound.

For example, consider a sound file stored in the sound file server with the MPEG-1
stereo format. In this case, the sound generating system applies a technique to convert
this stereo sound file into a sound file with a 5.1 channel format. Moreover, the sound
generating system can play out the sound with the spatial sound effect if RMS gives
the direction and distance between the user’s position and an object that generates
some sound. That is, the sound generating system can relatively control the volumes
of five speakers by using the direction information and adjust the loudness for each
speaker according to the distance in VE.

Sound generating system Reponsive Multimedia System
WAV, 5.1¢ch (RMS)
Sound file Sound Output sound, | 5.1 channel
converter server - speaker system
7} 7}
STEREO
MPEG-1| pmoNO Sound
WAV 5.1ch client
Request sound

Sound file Direction, distance

system

Find sound

Fig. 6. 3D sound generating system for RMS
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3.4 Bi-directional Interactive 3D Web

G3 (GIST 3DWeb) started as an effort to enrich the interactiveness in the virual Unju
temple. G3 allows one to revisit the statues and monuments seen in the virual Unju
temple on his/her personal computers. The direction of interactiveness is bi-
directional because one not only can see but can apply paintings to these objects. And
surprisingly, this personal artistic works can be seen on the next visit to virual Unju
temple. G3 is implemented as an Active-X control and thus can be run as a stand
alone MS-Windows application or as an embedded object in a web page (restricted to
MS-Explorer). G3 is digitally signed with a certificate from thawte USA (487 East
Middlefield Road Mountain View, CA 94043, http://www.thawte.com/) for secure
delivery over the Internet.

4 System Integration and Demonstration

We integrated hapic interface, ARTable, 3D Sound system, VRManager, and vr-
UCAM into the RMS. Fig. 7 (a) shows structure and information flow of RMS. We
built Database and Sound server to save 3D Model and to play 5.1 channel sound.
With the haptic interface, we deform 3D model and deliver it into the DB over the
network. We display this deformed content in VE and we download it from the 3D
web site. We connect ARTable, Haptic interface and VE with sound server. When
trigger signal is delivered to the sound server, it selects proper sound file to play
through 5.1 channel speaker installed in the room. We designed 3D web server to
allow users to interact our contents over the network.

Various equipments were deployed into RMS as shown in Fig. 7 (b). There was
three-channel stereoscopic display system. The clustered 3 workstations for cylindri-
cal 3D stereoscopic display, 2 workstations for vision-based and haptic interface, and
1 workstation for sound and database server. In addition to workstation, we installed
two cameras, haptic device, and 5.1 channel sound system.

All objects in real and virtual environment were connected with each other using
vr-UCAM. We applied vrSenor class to development of viTimer, viWeatherForcaster,
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Fig. 7. (a) System Architecture and (b) Demonstration of RMS
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vrLocationSensor, vrPot and vrShovel. The role of viTimer was acquisition of time.
vrWeatherForecast detected the changes of weather of real environment. vrLocation-
Sensor found the location of object. vrShovel recognized the user’s gesture of purring
water and the gesture of transferring of object respectively. We applied vrService class
to implement vrWeather, vrPicture, vrNavigator and vrPlant. viWeather changed the
weather and time of VE according to the messages generated by vrSensor. For the
navigation, vrNavigatior changed the coordinate of VE according to message from
vrLocator. When a user approached specific location, vrPicture showed photos of that
location. vrPlant grew up a tree in virtual environment. It used message from vrTime,
vrPot, viWeatherForcaster. Virtual plant grew up by taking water and nourishment
which were acquired from multi-modal interface and virtual surrounding.

RMS supported users’ natural interactions with VE [15]. Users can easily see how
to use the interface and feel comfortable with the interface that looks just like an eve-
ryday objects in real world. For example, users can move real object that is connected
to vrNavigator in VE. Users can carve stone when users beat stone with a hammer
shaped device. If users want to pour water on flower, all they need to do is tilt bottle-
shape tangible object.

5 Conclusion and Future Work

In this paper, we proposed Responsive Multimedia System for a new approach to
virtual storytelling. We made a multimodal tangible user interface for natural interac-
tion by exploiting vision based and haptic interfaces. VEManager provided intelligent
responses by showing dynamic scene and animations. Most important feature of our
system is that we combined context-aware application model, called vi-UCAM, with
VR System. However, there are several possible enhancements to improve the pro-
posed system. We have plans to find an evaluation scheme of our storytelling. We
will also apply the concept of artificial life to generate life-like virtual objects. In the
future, RMS will be used for providing personalized virtual story according to user’
context.
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Abstract. Research and development of humanoid/animal robots is being actively
pursued, and it is expected that in the near future these robots will be introduced
into our homes as “home robots.” The key function of these robots is their ability
to communicate with humans. Since communication via mobile phones is becom-
ing increasingly common among us, it is essential for these robots also to be able
to communicate using mobile phones. In this paper we propose the concept of a
home robot and describe the essential functions that we consider are essential for
the robot. Then, as one of the key functions of the robot, we explain the basic ar-
chitecture and construction of the communication/control function of the robot,
which uses mobile phones as a primary medium.

1 Introduction

In addition to conventional industrial robots, various types of humanoid robots and
pet robots are being actively studied and developed [1[[2][3][4][5]. The characteris-
tics of these robots are that they can act as real animals such as cats and dogs or walk
like humans. However, these robots are still not at the level of contributing to the
material aspect of our lives. What they can do is entertain people by their animal- or
human-like behaviors, thereby contributing to the mental aspect of our lives. In that
sense, these robots are puppets rather than industrial robots or home electrical appli-
ances. The present generation of robots are, of course, much more expensive than
puppets and it is difficult for consumers to purchase them as everyday goods. Why,
then, do these robots attract our interest? One answer to this question is that people
expect these robots to be something more than mere puppets; they probably expect
some degree of communication capability. Children tend to think of their puppets as
living things and communicate with them with their imagination. Their communica-
tions, however, are limited within the bounds of their imagination. On the other hand,
it is expected that robots can communicate with human using speech and gestures,
and in that sense, communication with these robots is real.

By possessing the capability of carrying out real communications with humans,
these robots could become our partners and members of our society. But how do we
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expect these robots behave as members of our society? So far it seems that lay people,
as well as researchers, seem interested only in the hardware aspect of robots, though
sooner or later the above question will become the essential one on which we must
focus.

In this paper, as a first step toward answering this question, we propose the concept
of a home robot that would be introduced into our homes in the near future. We also
propose the communication capabilities these robots should have. Then, as an exam-
ple of one of these robots, we will describe an animal-type robot that we have re-
searched and developed. Moreover, since we consider that communication between
humans and these robots via mobile phone is one of the essential functions that these
robots should have, we will describe the architecture and the function of the commu-
nication capability possesses by the prototype robot in relation to mobile phones.

2 Concept and Functions of a Home Robot

2.1 Concept

Let us suppose that humanoid/pet robots would be introduced into our homes as
“home robots.” How should they appear, and what functions should they have? Let us
try to answer these questions.

(1) Appearance

In the near future, most home electrical appliances will be connected through a net-
work and have the capability of communicating with humans. There should, however,
be a basic difference between these products and home robots. We expect home ro-
bots to be like members of our own family rather than simple machines. For that pur-
pose, the robots would need to look like animals or humans.

(2) Communication Capabilities

Regarding their communication capabilities, it is imperative that the robots have far
superior capabilities to conventional computers and home electrical appliances. The
required communication capabilities are:

Verbal Communication: Since verbal communication forms the basis of our daily
lives, it is necessary that home robots should have the same type of capability. It
would be best for them to have a verbal communication capability because we would
want to communicate with them by voice. On the other hand, is it appropriate for the
robots to talk to human using synthesized speech? The answer to this question is that
as we want to realize somewhat different types of communication to conventional
ones, it would be acceptable for the robots to have that capability.

Nonverbal Communication: In human-to-human communication, nonverbal informa-
tion such as gestures, facial expressions and emotions involved in speech play a very
important role. Therefore, even in communication between home robots and humans,
nonverbal communication would have a very significant effect on the relationship.
Moreover, the basic reason why a home robot should have the appearance of a hu-
man/animal is that it would be easier for us to communicate with it based on
nonverbal information. In human-pet communication, we try to guess the
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emotions/intentions of our pets based on their facial expressions and gestures, which
makes such communication more fruitful. Likewise, the nonverbal communication
capabilities required for home robots are given below.

Gesture expression capability
Gesture identification capability
Capability of making facial expressions
Capability to identify facial expressions
Capability to identify expression of emotions using voice
Capability to identify emotions involved in speech
These are the functions for which, despite a long research history, satisfactory re-

search results have not yet been obtained. It is therefore worthwhile spending many
more research resources on these topics.

2.2 A Prototype of a Home Robot

As an example of the above-mentioned home robots, we are now researching and
developing humanoid and pet robots. Because it is difficult to estimate beforehand
which type of robot consumers would accept as home robots, it is necessary for robot
researchers/developers to develop various types of humanoid/pet robot as well as
various types of applications for them. Releasing them into the market, however,
might tell us which is best, based on sales and consumer feedback.

The details of our humanoid robot, including its positioning, functions, and capa-
bilities, will be described in a different paper; in this paper, we only describe the pet
robot we are researching and developing. Currently, the most popular pet robot is
“AIBO” by Sony, which has a dog-like appearance and the capability of expressing
various types of dog-like behaviors. Moreover, these behaviors appear themselves
depending on the history of interactions between an AIBO and its users. This function
could give users the feeling that they can really teach AIBO how to behave and that it
could learn based on its interactions with users. On the other hand, the problem with
AIBO is that it has the appearance of a dog and all of its behaviors are those of a dog.
Although users might easily feel empathy toward the robot because of this, they
would expect that AIBO would behave exactly like a dog. However, there is a limit to
the number of behaviors AIBO can display, meaning that users would soon lose inter-
est in AIBO and this is what has in fact happened.

Based on the above considerations, we have started researching our own pet robot.
The prototype robot we have developed features the following capabilities.

(1) Communications using voice
Utilizing speech recognition and speech synthesis capabilities, the robot can verbally
communicate with users.

(2) Processing of image input from robot eyes

Through processing images obtained through the robot’s cameras, the robot can iden-
tify objects around it and understand its surroundings. It also features the function of
sending images to a mobile phone.
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(3) Sensing capabilities utilizing various types of sensors

The robot includes has several types of sensors such as touch sensors, distance sen-
sors, and so on. By utilizing them, it can recognize the world surrounding it and carry
out appropriate decisions, and by combining this information with the image process-
ing data, we can realize the robot’s autonomous capabilities.

Figure 1 shows a diagram of the robot’s hardware construction, and Table 1 pre-
sents its specifications In addition, Fig. 2 illustrates its appearance. The robot looks
like an animal but it cannot be identified as any specific one. Using this characteristic,
we want to develop various types of interaction capabilities for the robot and want to
create new method of communication between the robot and its users.

PWM Control

Controler 1 " Serve motors
Note PC
(VAIO U50)
AD Input
Controler 2 -t Distance sensor
Serial Comm.
USB
> Web camera
Fig. 1. Hardware construction of the robot
Table 1. Hardware specifications of the prototype robot
Item Example
Height 366 mm
Width 254 mm
331 mm
Weight 45Kg
Controller 32-bit micro-processor (for servo motors)
32-bit microprocessor (for sensors)
Notebook PC (VAIO U50) (to control the proc-
essors and speech/image processing)
Actuator Servo motor (S5050)
Camera Web camera
Sensor Distance sensors x 10, Touch sensorsx5

Battery Nickel hydrogen 7.2V
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Fig. 2. The appearance of the prototype robot

2.3 Autonomous Functions of the Robot

By combining and integrating the above-mentioned basic functions, this robot has the
capability of behaving autonomously. From among the various autonomous functions
humans possess, we have developed and installed the following functions that we
consider a home robot should have.

(1) The function to fulfill its desires

First is a desire-behavior model [6], which is represented by a network. The network
consists of “nodes,” each of which corresponds to one desire, and “links” among
nodes and sensor inputs through which the activation energy is sent. The sensor in-
puts--including speech and images-- feed energies into the network. Furthermore,
activation energies are sent from node to node via the links. If the sum of these ener-
gies exceeds a predetermined threshold on one of the nodes, the desire corresponding
to it would appear and the corresponding sequence of actions would present
themselves.

(2) The function to reach its destination by avoiding obstacles around it

Many of the behaviors to fulfill the apparent desire feature the action of moving from
a present position to a destination. In this case if there are some obstacles on the way
toward the destination, the robot detects them using its image processing function and
moves toward the destination by avoiding those obstacles.
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(3) The function to decide the priority between its own desire and the command
given

In addition to the above autonomous function, sometimes users issue commands to
the robot. Typical commands are speech commands and button inputs activated by a
mobile phone and sent to the robot. One important issue for the robot is how to realize
a good balance between internal autonomous behavior and external commands. If the
priority is placed on the external command, then the robot will become a remote-
controlled one. On the other hand, if the priority were placed on the internal autono-
mous function, then although the interactive behavior of the robot would be interest-
ing, it would become difficult for users to control the robot. Especially in the case of
security checks, the lack of a function to obey the outer command could prove fatal.
Therefore, to realize an appropriate balance between autonomous behaviors and ex-
ternal commands, we have introduced chaos theory. By adopting a multiple chaos
control mechanism [7], we successfully set the balance to an appropriate point be-
tween autonomy and command. In addition to this, by employing the chaos control
system, it was possible to introduce appropriate fluctuation of robot behaviors. Figure
3 show the construction of the software that realizes the above autonomous function.

Autonomous Behavior Control

Balance Control between Intentions and Commands

Intention Activation

A s A
Commands Recognition Action Data
Result
\ 4
Input Data Processing
Action to
Spee?h. Image Motor Control Data
Recognition Recognition
Speech Image Sensors Motor Control

Fig. 3. Software construction of the prototype robot
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3 Communications/Control of the Home Robot Using a Mobile
Phone

3.1 Concept

If we consider a home robot as a member of our family, it is essential to realize a
communication capability between the robot and us. This can be achieved through
mobile phones. Some of the cases where we communicate with the robot using mo-
bile phones are as follows.

(1) Communications with the robot

When we are out of our home, frequently we communicate with other family mem-
bers via mobile phones. Sometimes it is to inform them of important messages, and
sometimes it is with requests. It is also common that we want to enjoy ourselves and
relax by communicating with other members of our family. This means that the robot
should also include this type of communication capability.

(2) Security check

Sometimes we give orders to our family members when we are away from home.
These orders might be a request to check the closure of doors/windows, or to turn
on/off the air conditioners, and so on. In the case of human communications, since
humans have high-level judgment capabilities, it would be enough to give high-level
commands. In the case of a robot, however, even if it receives a high-level command
to check the security of the next room, it would be very difficult to achieve this
function. Therefore, instead of assessing the level security by itself, it would be better
for the robot to send images captured by its camera to a mobile phone. The user
would then be able to check the security by himself/herself, making it essential for the
robot to have the capability of sending images to a mobile phone.

(3) Communication intermediary

It could be convenient to realize communications between a user and other members
of the family, utilizing the robot as an intermediary. For example, when there is an
aged person who does not understand how to operate a mobile phone, the robot could
become an intelligent mobile phone that can mediate communications between the
family member and a user. In the case when there is a baby who cannot operate mo-
bile phone, the robot would go near the baby and send its image to a mobile phone or
output the voice of the user (mother in most cases) to the baby. In this way, the user
can check how the baby is behaving even when he/she is away from home or cannot
talk to the baby directly.

3.2 Communication Modes of a Mobile Phone

To fulfill the above functions, we have realized a mobile communication capability
between the robot and its users. Basically there are three modes of communication
using mobile phones.
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(1) Voice communication

Just as with conventional telephone communications, communications using voice is
the basis of mobile communications. In this case the telephone network is used to
send the information between both sides.

(2) Video communication

Recently, most mobile phones have been equipped with a digital camera, making
some form of video communication possible. Now, most of the mobile network op-
erators, including NTT Docomo, are supplying this communication capability to mo-
bile phone users in Japan. The video mode requires a far wider frequency range than
does the standard voice telephone network.

(3) Internet communication

In addition to the above communication modes, it is possible to communicate through
the Internet. Each mobile communication company supplies its own Internet service;
in the case of NTT Docomo, the service is called “’i-mode.” The service provider
prepares a server, and when a user accesses the server, application programs
described by JAVA can be downloaded, allowing the application to run on the user’s
mobile phone. Using this mode, by pushing one of the mobile phone buttons, the user

can send information corresponding to the button to the receiver.

3.3 Construction of the Overall System

System construction
Among the above functions of the mobile phones, we have realized a communication
function based on image communications and Internet communications. By adopting
this architecture, the below services could be realized.

Employing the image communication capability, the following can be done.

* A user can watch the image sent from the robot camera on a mobile phone dis-
play.

* By sending a voice signal from a mobile phone to the robot, the robot can out-
put the voice directly. The robot can also input the voice to a speech recognition
function, change it into a command, and carry out that command.

* The voice response of the robot can be sent to the mobile phone.

* By utilizing the above function, a user can communicate with the autonomous
robot by voice, give it orders and receiving image sent from it.

* Using the Internet mode:

* By pushing one of the buttons on a mobile phone, the corresponding command
can be sent to the robot.

* By downloading the information sent from the robot to the server, the user can
obtain desired information.

With these functions, the user can control the robot’s actions by pushing appropriate
buttons, and obtain information gathered by the autonomous robot. For example, the
user could watch snapshots of room images taken by the robot or could view the his-
tory of the robot’s behaviors.
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The system

Figure 4 shows the overall construction of the system, and Fig. 5 provides a top-page
view of the robot communications Web page on a mobile phone. Figure 6 illustrates
how a user controls and/or communicates with the robot using voice or buttons.

Internet ”
Mobile Phone B
NTT Docomo NTT e Web Server
V-live network K
NTT Docomo FOMA Wi’;’;ss Web
Card (Camera
Card
NTT
FOMA| Control Software
Card
Telephone network Contro
Microprocessor
Servo Motors
Home Robot Prototype |

Fig. 4. Construction of the overall system

Fig. 5. Top page view of robot web site
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Fig. 6. Scenes of voice/button communication bewteen a user and the robot

4 Conclusion

In this paper, we have discussed the concept and functions of a robot that can live
with us in our home, focusing its mobile communication function. First, we proposed
the concept of a home robot that could be introduced into our homes in the near future
and would help us with various aspects of our lives. Furthermore, we discussed the
various functions that this type of robot should have. We then introduced an example
of an animal-type home robot that we are developing and discussed the robot’s soft-
ware and hardware. In addition, we indicated that communication capability, espe-
cially a mobile phone-based communication capability, is the key for this type of
robot to be a success. This was followed by a description of the concept and architec-
ture of the robot’s communication function that makes it possible for us to control and
to communicate with the robot.

We are now evaluating the various robot functions, including the mobile phone-
based communication capability. These results should provide us with a clearer vision
as to which functions the home robot should have, and from there we will develop the
second prototype of the robot.
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Abstract. We propose a fast disparity estimation algorithm using back-
ground registration and object segmentation for stereo sequences from
fixed cameras. Dense background disparity information is calculated in
an initialization step so that only disparities of moving object regions
are updated in the main process. We propose a real-time segmentation
technique using background subtraction and inter-frame differences, and
a hierarchical disparity estimation using a region-dividing technique and
shape-adaptive matching windows. Experimental results show that the
proposed algorithm provides accurate disparity vector fields with an av-
erage processing speed of 15 frames/sec for 320x240 stereo sequences on
a common PC.

1 Introduction

One of the most important problems in 3D image processing is to locate cor-
responding points in the images, a process referred as disparity estimation. As
shown in Fig. 1, stereo imaging involves two separate image views of a single
world point w. The objective is to find the corresponding pair I; and I, in the
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Fig. 1. Stereo geometry
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Fig. 2. Block diagram of the proposed algorithm

image pair. If we assume that the cameras are identical and the coordinate sys-
tems of both cameras are aligned in parallel, the determination of disparity from
I to Ir becomes finding a function d(x,y) such that:

I(z,y) = Li(z + d(z,y),y) (1)

A number of studies have been reported on the correspondence problem since
the 1970’s. D. Scharstein and R. Szeliski recently discussed the taxonomy of
existing stereo algorithms [1] and a test bed for the quantitative evaluation of the
algorithms [2]. However, most of them have serious limitations on being applied
to common applications since they do not work in real-time. Several real-time
methods were recently proposed [3][4][5], but they were implemented on DSP
for acceleration or show poor quality to be used for wide-ranging applications.

We have previously proposed a two-stage algorithm to find smooth and pre-
cise disparity vector fields in a stereo image pair [6]. The algorithm has consisted
of a dense disparity estimation and edge-preserving regularization. It results in
such a clean disparity map with good discontinuity localization, but the com-
putational cost is so high that it does not work in real-time. In this paper, we
propose a fast disparity estimation algorithm using background registration and
object segmentation. We assume that a stereo camera set does not move, and
there is no moving object for a few seconds in an initialization step for gener-
ating background information. Accurate and detailed disparity information for
background is estimated in advance, then only disparities of moving foreground
regions are calculated and merged into background disparity fields.

Fig. 2 shows a block diagram of the proposed system. As a preprocessing,
acquired image sequences are low-pass filtered to reduce noise effect and rectified
since we assume that stereo images are captured in parallel stereo cameras in
disparity estimation. We use a real-time stereo rectification function provided
by Triclops SDK [7].



386  H. Kim, D.B. Min, and K. Sohn

2 Foreground Segmentation

Real-time foreground segmentation is one of the most important components of
the proposed system, since the performance of the segmentation decides the effi-
ciency and quality of the final disparity fields. We propose a foreground segmen-
tation technique using background subtraction and inter-frame differences based
on the technique which we have previously proposed [8]. Fig. 3 shows overall seg-
mentation process. At first, the background masks I, (x,y)and L., (x,y) are
modeled with minimum and maximum intensities of the first N frames, respec-
tively, because the background information is very sensitive to noise and change
of illumination. Then, the frame difference mask Ir4(x,y) is calculated by the dif-
ference between two consecutive frames. In the third step, an initial foreground
mask is constructed from the frame difference and background difference masks
by the OR process, that is, if a pixel of current frame satisfies one of Eq. (2),
it is determined to be belonged to an initial foreground region. Th¢, and Thyg
mean threshold values for background and frame difference regions, respectively.

Icur ($7 y) < Imin ($7 y) - Thtol
Icur ($7 y) > Imam (xa y) + Thtol (2)
Ifd(% y) > Thfd

However, due to the camera noise and irregular object motion, there exist
some noise regions in the initial mask. One of the conventional ways to eliminate
the noise regions is using the morphological operations to filter out small regions.
Therefore, we refine the initial mask by a closing process and eliminate small
regions with a region-growing technique.

Finally, in order to smooth the boundaries of foreground and to eliminate
holes inside the regions, we propose a profile extraction technique. This tech-
nique is remodeled from Kumar’s profile extraction technique [9]. A weighted
one pixel thick drape moves from one side to the opposite side. The adjacent
pixels of the drape are connected by elastic spring, so it covers object but does
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Fig. 3. Real-time segmentation algorithm
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{a} Original images (b Initial foreground regions  (¢) After morphelogical process  (d) Final foreground regions

Fig. 5. Segmentation results

not infiltrate into gaps whose widths are smaller than a threshold M. This process
is performed from all quarters and the region wrapped by four drapes is decided
as a final foreground region. Fig. 4 shows the profile extraction process applied
to an initial object.

Segmentation results by the proposed method are shown in Fig. 5. The image
is captured in typical office environment without any special lighting equipment.
Fig. 5 (b) is the result of initial object detection from Fig. 5 (a). Main object are
detected well, but they include noises on background and object boundaries. In
Fig. 5 (c), we can see that noises are eliminated and object surfaces are smoothed
by a morphological process. However, many holes still exist inside the objects.
Fig. 5 (d) is the final segmentation result. After applying the profile extraction
technique, good semantic foreground regions are obtained.

3 Disparity Estimation

3.1 Background Disparity Estimation

In windows-based algorithms, the reliability and efficiency depend on the size of
a matching window. Large window sizes provide reliable but not detailed results.
Moreover, employing a large window for each pixel in dense disparity estimation
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Fig. 6. Behavior of the diffusivity function

increases the computational load. Therefore, in the proposed algorithm, dense
disparity information of background is initially estimated in a hierarchical way.

The first step in hierarchical estimation is a BxB block-based initial dis-
parity estimation. In the second step, dense disparity vectors for each pixel are
estimated based on the initial block vectors. In order to cover all the proba-
ble disparity candidates, 9 initial vectors (1 from the current block and 8 from
neighboring blocks) are tested within a small search range « from the vector.
In order to improve computational efficiency in disparity estimation, we use a
region-dividing technique which we have previously proposed [6]. The technique
performs point matching in the order of the possibility of correct matching and
divides the region into sub-regions at the true matching point. After the region
splits into two sub-regions in matching process, the search ranges of points in
each sub-region are restricted to the corresponding sub-region.

However, in the disparity vectors estimated by the above-described method,
spatial correlation of the estimated vector fields is not considered. In order to
provide more accurate and reliable background disparity fields, we refine the
fields by regularizing them by means of the following nonlinear diffusion equation
with an additional fidelity term [6].

od _ A div (g(| VIi(z,y) [*)vd(z,y))

ot
BIT' (x + d7 y)

+ (Bay) = Lo +d.y) =25

where g(s?) =1/(1 4 s?)?

3)

g(IVI;|?) is a diffusivity function which plays the role of discontinuity marker.
Fig. 6 shows the behavior of the function g(|VI;|?). Therefore, this function
reduces smoothing on object boundaries to preserve their discontinuities. In
order to solve Eq. (3), we discretize the parabolic system by finite differences,
and find the regularized disparity field in recursive manner by updating the field
using Eq. (4).
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3.2 Foreground Disparity Estimation

The most important requirement of foreground disparity estimation is a process-
ing speed because the fields of foreground must be updated in every frame. Hier-
archical disparity estimation used in background disparity estimation is applied
to the blocks which include foreground regions except a regularization step. Ini-
tial search ranges are also restricted by the neighbor background disparities since
the foreground objects always exist in front of background region. Eq. (5) shows
the search range decision where SRp;q; and SRz, mean maximum and mini-
mum search range, respectively, and d;,, and d,, are left and right neighboring
background disparities of the foreground region on the same scanline.

for L — R disparity

SRuaz = Min(dyy,, dirn) (5)
for R — L disparity

SRuin = Max(dpy,, dyr)

As a result, search ranges are restricted by three factors: background dispar-
ity, region-dividing technique and hierarchical estimation. Thus, the processing
time of foreground estimation is greatly reduced.

In matching process, however, conventional rectangular window yield false re-
sult around object boundaries because the result is highly influenced by strong
feature. In background disparity estimation, wrong disparities around the re-
gions are corrected by regularization, but it can result in errors in foreground
estimation. For example, in the cases of points A and B in Fig. 7, although they
belong to different regions, the same disparity vectors are assigned because of
the strong edge between them. In order to avoid this type of problem, we propose
a new matching window which provides a high degree of reliability around the
boundary region by deforming its shape according to the flow of the features. Let
2 denote the contour of the matching window. Starting from a sufficiently small
contour {2y, the contour expands in the direction of non-increasing |VI| until a
maximum size NxN is reached. Fig. 8 shows an example of window generation
in the 1D case. The window does not cross strong feature so that the correct
sharp boundary of disparity vectors can be obtained, as shown in Fig. 9, where
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(a) Rectangular window (b) Adaptive window

Fig. 9. Matching results using a rectangular window and the proposed window

white lines represent the real edges of the object. However, the adaptive window
may decrease the matching power in highly textured regions. Thus, the shape-
adaptive window is applied only for pixels in the block, where the maximum
difference of disparity to other surrounding blocks is larger than e.

Finally, estimated foreground disparity fields are merged into background
disparity fields. We check the reliability of the disparity for the pixels in bound-
ary blocks which include the boundary between background and foreground in
order to compensate errors induced by wrong foreground segmentation. Final
disparities of the pixels in boundary blocks are determined by the following
conditions.
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if(‘Ir(Xa y) - II(X+ dforevY)| < |Ir<xa y) - I](X + dbackvy)D

dfinal(xvy) = dfore(xyy) (6)
else

dfinal (1'7 y) = dback: (1'7 y)

4 Simulation Results

The proposed algorithm is applied to stereoscopic sequences captured by Digi-
clops which provides a rectified stereo sequence with a speed of 30 frames/sec
[7]. The size of images is 320x240 and we used a PC with a Pentium IV 3.0
GHz CPU and 512 Mbytes memories. The parameters used in the simulation
are listed in Table 1.

At first, we compared the performance of the proposed algorithm with other 4
fast algorithms in Table 2. For the objective evaluation, we applied the algorithm
to the still images of Fig. 10 provided on Scharstein’s homepage with ground
truth disparity maps [2], and compared accuracy of the estimated disparity fields.
We used two measures of quality. The first is BMP (bad matching percentage)
of the estimated disparity map employed by Zitnick and Kanade [10], which is
defined as:

Table 1. Parameters used in simulation

Stage Parameter Values
Background generation N =50
Foreground segmentation Background difference | Thy, = 10
Frame difference Thyq =5
Block size B=8
Disparity estimation Dense disparity range a=2
Shape-adaptive window e=2
Lagrange multiplier A = 2000
Disparity regularization Time step size 7 =0.0001
Number of iteration T = 150

(@) Head and lamp (b) Sawtooth

Fig. 10. Test images and true disparity fields
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Table 2. Comparative performance of algorithms

Bad Matching Percentage (%) RMSE (pixel)

Head and lamp| Sawtooth | Head and lamp| Sawtooth
Multi-window [11] 4.48 2.18 1.3980 1.2973
Max-Surface [12] 9.25 6.72 1.5294 1.6933
Real-time-DP [4] 4.22 6.11 1.1255 1.7542
MMHM [5] 8.00 3.03 1.6242 1.3069
Hierarchical 5.22 2.46 1.1047 1.3028
Final disparity 4.07 2.25 0.9193 0.9094

NZ«S (2,9), dr(z,y)) (7)

_J1 ., ifla—b>1
where 6(a,b) = {0 | else
The second is RMSE (Root-Mean-Squared Error) of the estimated map. The
RMSE between the estimated map de(x,y) and the ground truth map dr(x,y)
can be calculated by:

1/2
RMSE = (N > (de(w,y) — dr(x,y)) ) (8)

The proposed algorithm does not deal with a boundary problem, thus a
border of 20 pixels was excluded from the evaluation.

In Table 2, the “Hierarchical” row means the results before regularization,
that is, we can regard them as a performance of foreground estimation though
the effect from the segmentation is not considered. In the BMP evaluation, the
results of applying the proposed algorithm are somewhat inferior to several algo-
rithms in the “Head and lamp” images, and it is a good second to the graph cut
algorithm in the “Sawtooth.” However, the proposed algorithm gives the best
results in the RMSE category. Figs. 11 and 12 show the disparity maps of the
“Sawtooth” and the “Head and lamp,” respectively. In examining the results, the
multi-window and the real-time DP algorithms are superior in terms of finding
discontinuities, but they have problems in error propagation in the horizontal
direction. The max-surface and the MMHM algorithms show a good result with
the “Sawtooth,” but produces prominent errors in some regions in the case of the
“Head and lamp.” The proposed algorithm results in reasonably clean maps with
good discontinuity localization. However, the algorithm fails to find disparity in
a narrow background such as the area between the arms of the lamp.

Table 3 shows the average running time analysis of our algorithm when
one person moves in a scene. The system requires about 6-7 seconds for ini-
tialization before it works. After that, our algorithm shows an average speed
of 15 frames/sec. According to referenced papers, Multi-window shows about
5 frames/sec, Max-Surface 2 frames/sec, Real-time-DP 8 frames/sec without
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Table 3. Processing speed (msec)

Stage Step Time
Initialization Background generation 1852
Background disparity Estimation| 5156

Capturing and rectification 28.26

Initial segmentation 9.69

. ) Morphological process 4.64
Main processing Silhouette extraction 6.45
Disparity estimation 17.81

Total 66.85

MMX optimization, and MMHM 5 frames/sec. Considering both processing
speed and quality of disparity fields, the proposed algorithm shows the best
results.

Fig. 13 is the snapshot of test sequence and estimated background dispar-
ity fields. The image sequences are captured in natural condition without any
special lighting equipment or any arrangement of objects for extracting good re-
sults. We can see that the proposed algorithm results in such a clean map with
good discontinuity localization. Fig. 14 show several frames from the resulting
sequences; the left one is segmented foregrounds and the right one final dispar-
ity fields in each pair. In the final disparity fields, we can easily imagine a 3D
structure of the scene.

5 Conclusion

In this paper, we propose a real-time disparity estimation algorithm using back-
ground registration and foreground segmentation. Dense background disparity

() ML 12} Hierarchical (£ Linal disparity

Fig. 11. Disparity fields of “Head and lamp”
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() Mult-window (b} Max-Surface (¢} Real-tune DP
{d) MMHM () Hizrarchical (1) Final disparity

Fig. 12. Disparity fields of “Sawtooth”

Fig. 14. Results of foreground segmentation and final disparity

information is calculated in advance and only disparities of moving object re-
gions are updated in the main process. For efficient and accurate estimation, a
real-time segmentation algorithm, hierarchical disparity estimation and shape-
adaptive windows are proposed. The performance of the proposed algorithm was
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evaluated in objective and subjective ways. Computation time mainly depends
on the image size, and it was about 15 frames/sec for image pairs having a
resolution of 320x240 on a common PC.

As a future work, we have to develop more powerful segmentation algorithm.
The performance of the segmentation decides the efficiency and quality of the
final disparity fields. Especially, foreground regions classified into background
due to wrong segmentation make serious errors in final fields since the fields are
not updated. The second perspective of our work will be to improve accuracy
of disparity fields at object boundary regions. It is also planned to develop a
complete 3D modeling algorithm from multiple stereo cameras. We are currently
investigating a depth fields merging algorithm with camera calibration.
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Abstract. A MVC (Multi-view video coding) method, which uses both an
illumination = change-adaptive @~ ME  (Motion estimation)/MC  (Motion
compensation) and a 2-D (Dimensional) direct mode, is proposed. A new SAD
(sum of absolute difference) measure for ME/MC is proposed to compensate
Luma pixel value changes for spatio-temporal motion vector prediction.
[lumination change-adaptive (ICA) ME/MC uses the new SAD to improve both
MYV (motion vector) accuracy and bit saving. The proposed 2-D direct mode that
can be used in inter-view prediction is an extended version of the temporal direct
mode in MPEG-4 AVC. The proposed MVC method obtains approximately
0.8dB PSNR increment compared with the MPEG-4 AVC simulcast coding.

1 Introduction

An adaptive spatio-temporal predictive coding [1] and illumination change-adaptive
ME/MC based on the MPEG-4 AVC [2] for MVC are proposed for applications such
as the 3DTV and free viewpoint video. A new 2-D inter-view direct mode for the
efficient prediction is proposed when the spatio-temporal prediction uses the IBBP
structure. The 2-D inter-view direct mode calculates the motion vector of an MB in
the current bi-predictive (B) picture when the collocated MB of subsequent P
(Predictive) picture refers to an inter-view (spatial prediction) picture, since the
current temporal direct mode in the MPEG-4 AVC standard [2] could not be applied
to the spatial predictive inter-view picture for MVC. In the proposed illumination
change-adaptive (ICA) ME/MC, the pixel values on the current block are subtracted
by the average pixel value of the current block and the pixel values on the reference
block in the reference frame are subtracted by the average pixel value of the reference
block in the reference frame, and then ME/MC is performed by SAD (Sum of
Absolute Difference) between the two difference blocks.

The proposed method is compared to the MPEG-4 AVC [2] simulcast coding in
terms of objective quality for the various multi-view test video sequences [3]. The
proposed method shows better PSNR (peak signal to noise ratio) results than the
MPEG-4 AVC [2] simulcast coding.

This paper is consists of the following five sections. In section 2, we introduce the
way how the reference picture ordering for MVC is defined. In section 3 and 4, the
detailed algorithm of the proposed method is described. Finally, simulation results
and conclusions are given in section 5 and 6, respectively.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 396407, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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R =reference picture index
CEP = current encoding picture
V = camera index (view)
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Fig. 1. Reference picture ordering of (a) 1-D parallel and 1-D arc camera arrangements and (b)
2-D parallel camera arrangement

2 Encoding/Decoding Order

In this paper, 1-D parallel, 2-D parallel and 1-D arc data sets [3] for MVC are used as
the input data. The reference picture index R , which is used for reference picture
indices in the encoder and decoder, for the 1-D parallel and 1-D arc camera
arrangement and 2-D parallel camera arrangements are defined as shown in Fig. 1(a)
and Fig. 1(b), respectively. The encoding/decoding orders of MVC between inter-
view in the 1-D parallel and 1-D arc data sets are shown in Fig. 1(a). The arrow
direction 1 means that the encoding/decoding of MVC starts from camera index O to
camera index 7 in the same time axis. The P (Predictive) pictures in the arrow
direction 2 following the arrow direction 1 are encoded by referencing the pictures in
the arrow direction 1. The B (Bi-predictive) pictures in the arrow direction 3
following the arrow direction 2 are encoded by referencing the pictures in the arrow
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directions, 1 and 2. The B (Bi-predictive) pictures in the arrow direction 4 following
the arrow direction 3 are encoded in the same way as the B pictures in the arrow
direction 3. The pictures in the 2-D parallel camera arrangement that has five cameras
can be encode in the similar way to those in the 1-D parallel and arc camera
arrangement. The coding structure of IBBPBBP in Fig. 1(a) and (b) is applied to each
view. In Fig. 1, R is the reference picture index, CEP means the current picture to
encode/decode, and V is the camera (view) index.

For the encoding and decoding, the reference picture index R as shown in Fig. 1(a)
and (b) is used depending on the camera arrangement types. The number of reference
pictures that is required to encode the current picture are set to six pictures in the 1-D
parallel and arc camera arrangements and set to nine pictures in the 2-D parallel
camera arrangement.

3 Spatio-temporal Predictive Coding Using 2-D Direct Mode

In this paper, the spatio-temporal prediction is used for MVC. When the spatial
prediction coding is applied, the spatial prediction pictures are chosen from the
previous inter-view reference P pictures that were already coded.

3.1 Direct Mode in MPEG-4 AVC

The temporal direct mode in the MPEG-4 AVC [2][4] uses bidirectional prediction and
allows residual coding of the prediction error. The forward and backward motion
vectors (MV,, MV;) of this mode are derived from the motion vector MV used in the
co-located MB of the subsequent picture RL; (List 1 Reference). The prediction signal is
calculated by a linear combination of two blocks that are determined by the forward and
backward motion vectors pointing to two reference pictures (RLj, RL;). When using
multiple reference picture prediction, the forward reference picture for the direct
mode RL; is chosen to be the subsequent P picture with the co-located MB as shown
in Fig 2. The forward and backward motion vectors for direct mode blocks are
calculated as follows:

_TDB

MV, MV,
1D,
MV, = MMVC ...................................................................... (1)
D,

where MV, is the forward motion vector, MV, is the backward motion vector, and
MYV is the motion vector of the co-located block in the subsequent P picture.

3.2 Proposed 2-D (Two Dimensional) Direct Mode

For MVC, the spatio-temporal prediction is usually used for improving coding
efficiency. If the motion vector used in the co-located block of the subsequent P
picture for the direct mode block of the current B picture points to the inter-view
reference picture, a new 2-D direct mode is required, since the temporal direct mode
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List 0 Rererence Current B List 1 Rererence
(RLo) ) (RLy)

co-located block

direct mode B block

TDD

TDB

\j

time

Fig. 2. A direct mode block has the forward and backward motion vectors MV, and MV,
pointing to two reference pictures RL, and RL; in MPEG-4 AVC

for 2-D video coding does not support the inter-view reference picture as the RL1
picture. Therefore we proposed the 2-D direct mode block for referring to the spatial
(inter-view) prediction picture. Fig 2 illustrates 2-D direct mode in which the
horizontal-axis i is the cameras index and the vertical-axis is time. In Fig. 3, P(i,t) is
the P picture that has the camera index i and time t, and B(i,t-1) is the B picture that
has the camera index i and time t-1.

When the current block (16X 16 or 8 X8 block) of B(i,¢-1) picture is coded as the 2-
D direct mode, the motion vector of the co-located block of the subsequent P(i,f)
points to the block of P(i-1,z-3) picture. In order to make the prediction block of the
current block of B(i,¢-1) picture, the interpolated block of the two blocks pointed by
two motion vectors to P(i-1,¢-3) and P(i,¢-3) pictures is calculated.

The two forward motion vectors (MVy;, MVg;) of this mode are derived from the
motion vector MV used in the co-located MB of the subsequent picture P(i,f) and the
forward prediction block Ry is calculated by the interpolation of two prediction
blocks , Rr; and Ry, as follows:

MV, =MV, D, ,MV,., =MV, D,
D lto P(i-1.4-3) D lto P(it-3)
R =GR 4R,+D/4 )

where MVyp; and MVp, point to the blocks in P(i-1,¢-3) and P(i,t-3) pictures,
respectively, and Rr; and Rp, are the reference blocks pointed by MVy; and MVp,,
respectively.

The two backward motion vectors (MVpg,;, MVp,) of this mode are derived from the
motion vector MV used in the co-located MB of the subsequent picture P(i,f) and the
backward prediction block Ry is calculated by the interpolation of two prediction
blocks, Rg; and Rp,, as follows:
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Fig. 3. An example of 2-D direct mode

7D, -TD,
D,
Ry =R, + Ry, +2)/4

TD, -TD,

MV, =MV,
Bl c D,

MV, =MV,

to P(it) to P(i+l,t)

where MVpg,; and MV, point to the blocks in P(i,f) and P(i+1,t) pictures, respectively,
and Rg; and Rp, are the reference blocks pointed by MVg; and MVp, ,respectively.

In the experiments, the existing MPEG-4 AVC [2] reference frames for the
prediction are used for temporal prediction except the stored B picture and the 2-D
direct mode is used only for the spatial prediction. When using the proposed 2-D
direct mode, only the residual data and 2-D 8 X8 or 16X 16 direct mode are encoded
so that the coding efficiency is improved.

In case that the current block (16X 16 or 8 X8 block) of the B(i,t-1) picture is coded
as the 2-D direct mode and the motion vector of the co-located block of the
subsequent P(i,¢) points to the block of the P(i-2,¢-3) picture in Fig 3, the proposed
2-D direct mode is applied in a similar way to eqgs. (2) and (3) by changing the
weighting factors.
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4 Illumination Change-Adaptive (ICA) Motion Estimation and
Compensation

In MVC, there are illumination changes in general between the inter-views and same
views. Therefore this paper also proposes an MB-based ICA.

Assume that the current frame is denoted by f{(i,j) with spatial coordinates (i,j), and
the reference frame is r(i,j). The conventional SAD calculation for the motion
estimation of §X T blocks, such as 16X 16, 16X 8, 8X 16, 8 X8, 8 X4, 4X8, and 4X4,
is performed as follows:

S-1T-1
SAD(x,y):_Z(‘,)Zolf(i,j)—r(i+x,j+y)| ................................................ @)
i=0 j=
where (x, y) represents a motion vector. In order to compensate the illumination
change, NewSAD is defined as follows:

NewSAD(x, y) = Uzoltzg (f o )= Moy ) =(r(i 3, j+ )= M)
where M., and M,,; are the average pixel values of the current block and reference
block, respectively. In the experiments, U and V are set to 16 or 8. The difference
signals of UXYV blocks are coded in integer 4X4 DCT and quantization as in the
MPEG-4 AVC [2][5] standard. For the illumination change-adaptive ME/MC, the
MB_type is first decided. When the proposed ME/MC is used, the minimum one bit
flag to the maximum four flag bits indication for the $X T block is used with the 8 bits
M., value depending on the flag.

5 Simulation Results

For the experiments, the spatio-temporal reference frames, the MB-based ICA
ME/MC and the 2-D direct mode are used in the seven MVC data sets [6]. Although
the PSNR values can be slightly degraded, the fast ME [7] method that is called the
hexagonal search in the current JM7.6 [8] is used only for the proposed method to
speed up the simulation results. The anchor bit-streams coded in the MPEG-4 AVC
simulcast mode were used for comparison to the proposed method. All experiments
were performed with SIF (320X240) YUV 4:2:0 sequences. Table 1 describes the
properties of the various test data sets which form a representative set of the data.
These data sets vary in the number of cameras/views N, the arrangement of the
cameras, distance between cameras D, as well as properties of the images in terms of
image size S and frame rate F. The 10 seconds of each view is used for testing. The
MPEG-4 AVC anchors were encoded according to the coding conditions for test data
sets in Table 2 with the AVC encoding parameters as specified in the Table 3. For the
test, the software used for AVC was IM7.6.

The proposed method also uses the IBBPBBP... structure. Five spatial predicted
pictures among ten reference pictures are used in the 2-D parallel data sets as the
number of reference pictures, and 3 spatial predicted pictures among 6 reference
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Table 1. Properties of the various test data sets

Data Set Name Image Property Camera Parameter
Racel, Race2, | . ) . . .
Flamencol, Golf2 S: 320x240, F: 30fps N: 8, D: ~20cm, A: 1-D parallel
Flamenco2, Crowd | S: 320x240, F: 30fps N: 5, D: ~20cm, A: 2-D parallel
Aquarium S: 320x240, F: 10fps N: 16, D: ~2 cm, A: 1-D arc

Table 2. Coding conditions for test data sets

Class Test Sequences Bit-rates [kbps/camera]
Flamencol, Golf2, Race2, 256
A (easy) Aquarium 64 kbps 128 kbps kbps

B (difficult) Racel, Flamenco2, Crowd | 128 kbps | 256 kbps 512
kbps

Table 3. MPEG-4 AVC parameters

Feature / Tool / Setting AVC Parameters
Rate control Yes
RD optimization Yes
Specific settings Loop filter, CABAC
Search range 132 for SIF
# Reference picture 5
I-frame period 1 sec
GOP Structure IBBP...
Racel
41.0

= 40.0 =

8 390 .

2 380 —

Z 370 P —+— Anchor

L 360 7ad —-—

Q;D 35.0 Proposed

> 340

< 330 ,r/

32.0
122 245 367 487
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(@)

Fig. 4. Comparison of PSNR between the MPEG-4 AVC simulcast and proposed method: (a)
racel: 1-D parallel data set, (b) race2: 1-D parallel data set, (c) flamencol: 1-D parallel data set,
(d) golf2: 1-D parallel data set, (e) flamenco2: 2-D parallel data set, (f) crowd: 2-D parallel data
set, and (g) aquarium: 1-D arc data set
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pictures are used in the 1-D parallel and 1-D arc data sets as the number of reference
pictures. The more spatial predicted pictures can be considered but we restricted the
number of spatial prediction pictures in the experiments. The proposed 2-D direct
mode is applied only for spatial predicted pictures, and the proposed MB-based ICA
ME/MC is used for all spatio-temporal reference pictures. Fig. 4shows that rate
distortion curves of the ‘“Racel”, “Race2”, “Flamencol”, “Golf2”, “Flamenco2”,
“Crowd”, and “Aquarium” sequences, in which the frame rates are 30Hz except the
“Aquarium” sequence with 10 Hz frame rates. The proposed method obtains
approximately 0.7dB, 0.9dB, 0.8dB, 2.2dB, 0.8dB, 0.2dB, and 0.4dB PSNR
improvement in each test sequence compared with the MPEG-4 AVC simulcast
method, as shown in Fig. 4(a) ~ (g).

In Table 4, 5 and 6, we compared the proposed method to the MPEG-4 simulcast
AVC anchor in terms of the quantitative bitrates and PSNRs.

Table 4, 5 and 6 show the average PSNR values of all camera views for the given
bit rates of the 2-D parallel data set, 1-D arc data set, and 1-D parallel data set,
respectively.

Table 4. Average PSNR comparison for the given bitrates (2-D parallel data set)

Flamenco 2
Anchor Proposed
AvgRate | Avg PSNR | AvgRate | Avg PSNR
128.4 30.7 128.4 31.5
256.8 33.7 256.7 34.5
513.4 37.0 513.1 37.8
Crowd
Anchor Proposed
AvgRate | Avg PSNR | AvgRate | Avg PSNR
128.3 24.9 128.4 25.2
256.4 28.1 256.6 28.3
512.7 31.5 512.8 31.7

Table 5. Average PSNR comparison for the given bitrates (1-D arc data set)

Aquarium
Anchor Proposed
AvgRate | Avg PSNR | AvgRate | Avg PSNR
66.4 28.6 66.9 29.2
131.7 31.8 131.3 32.2
256.4 34.5 260.2 34.7
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Table 6. Average PSNR comparison for the given bitrates (1-D parallel data set)

Race 1
Anchor Proposed
AvgRate | Avg PSNR | AvgRate | Avg PSNR
129.0 32.6 128.8 33.7
257.5 35.9 257.6 36.8
513.6 39.1 514.8 39.9
Race 2
Anchor Proposed
AvgRate | Avg PSNR | AvgRate | Avg PSNR
64.3 31.3 64.6 32.0
128.3 34.0 128.8 34.6
256.3 36.3 257.0 37.0
Flamenco 1
Anchor Proposed
AvgRate | Avg PSNR | AvgRate | Avg PSNR
64.3 32.9 65.3 33.8
128.5 36.0 129.6 36.8
256.7 39.0 257.4 39.8
Golf 2
Anchor Proposed
AvgRate | Avg PSNR | AvgRate | Avg PSNR
64.4 32.7 64.6 35.0
128.3 35.8 128.6 38.0
256.4 38.7 256.7 40.9

6 Conclusion

We proposed a MVC method that improves the PSNR by approximately more than
0.7dB for a given bit rates. Our method is a kind of extended version of MPEG-4
AVC. By using the proposed method that uses both 2-D direct mode and ICA
ME/MC, the coding efficiency in MVC can be improved. Therefore, the proposed
method can be considered as a MVC tool in the future MVC standard [9]. The
simulation is performed on without the intrinsic and extrinsic camera parameters. If
the camera parameters are given for the test data sets, we believe that we can improve
the coding gain more.
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Abstract. Ray-space representation is the main technology to realize
free viewpoint video system with complicated scenes. Ray-space inter-
polation is one of key problems to be solved. A new fast ray-space in-
terpolation method that can preserve depth discontinuity is proposed in
this paper. Discontinuity features of ray-space data are first extracted
by using adaptive threshold, then, a cross check operation is carried out
between neighboring epipolar lines to refine the extracted feature points.
After that, ray directions of feature points are determined, and ray-
space interpolation is implemented in the regions segmented by feature
points. Experimental results show that the proposed method achieves
much higher PSNR than the pixel matching based interpolation method
and the block matching based interpolation method, and the quality of
rendered intermediate viewpoint images is also improved greatly. In ad-
dition, the proposed interpolation method requires low computational
cost and is suitable for hardware implementation.

1 Introduction

As 2D image communication systems have been widely used, 3D image sys-
tem enhancing the reality of virtual environment is considered as promising
next generation of multi-media system[1]. MPEG has been working on the ex-
ploration of 3D audio-visual (3DAV) since December 2001. 3DAV was classified
into three main application scenarios, that is, Free Viewpoint Video(FVV), omni-
directional video and interactive stereo video[2]. In FVV system, user can freely
control the viewpoint position of any dynamic real-world scene in real time.
The techniques in FVV systems can be classified into two categories, that is
model-based rendering(MBR) and image-based rendering(IBR) methods. MBR,
representation is obtained by converting the original multi-view images to a 3D
model with texture information. Since the model matching and texture analysis

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 408-419, 2005.
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are time-consuming, MBR is not suitable for full real-time applications. IBR,
on the other hand, requires only sampled images to generate high-quality novel
views. Ray-space representation is a newly developed method of IBR, used to
describe 3D information by converting the original multi-view images to “ray”
parameters. FVV system based on ray-space representation was demonstrated
in M8595[3]. Unlike other IBR methods, the ray-space representation can gen-
erate an arbitrary viewpoint image without complicated analysis and rendering
process. It has been approved that the ray-space representation is very suited to
realize a full real-time FVV without any restriction on scene[4].

One of the key technologies to make the ray-space based FVV system feasible
is ray-space interpolation. In the real world situation, it is difficult to set many
cameras very closely. However, the ray data captured by the camera setup is too
sparse in viewpoint axis to apply the ray-space method[5]. Therefore, it is neces-
sary to generate the absent ray data by some approaches. Ray-space interpolation
is a technique that generates the missing ray from two or more views of a scene.
The main difficulty of ray-space interpolation is how to find the best correspon-
dence among points in multi-view images. Two types of interpolation methods
had been discussed, that is, the pixel matching based interpolation(PMI) and
block matching based interpolation(BMI) methods[6]. These methods find the
correspondence from neighboring viewpoint image with minimum mean square
error (MSE) criterion. The PMI method performs well when the disparity is
small, but fails in textureless regions. The BMI method makes better correspon-
dence detection than the PMI method except for depth discontinuous regions.

In this paper, feature points at regions with discontiguous depth is first ex-
tracted, then, the correspondences of the feature points are determined with sum
of MSE (SMSE) criterion by utilizing the correlation between multiple epipolar
lines. The correspondence of feature points determined by the new method is
more accurate than the above two conventional methods. The rest of paper is
organized as follows. In section 2, a practical camera setup is described to cap-
ture multi-view images. The related work of ray-space interpolation is briefly
reviewed in section 3. Feature point extraction and refining, multiple epipolar
matching interpolation algorithm based on feature points are described in section
4. Experimental results are given in section 5.

2 Ray-Space Representation of Multi-view Images

Ray-space representation is one of IBR techniques|7], which derives from the
plenoptic function. It describes the rays in a scene as 4D function f(z,y,0, ),
where (0, ¢) denotes the direction of the ray, (z,y) denotes the intersection of
the ray and the reference plane, and f(x,y, 6, ¢) represents the intensity of the
specific ray. An important feature in ray-space is that an image with respect to
a certain viewpoint is given as a sub-space of ray-space[8].

Fig.1(a) shows a camera setup to capture multi-view images for the ray-
space based FVV system, where real cameras labeled 1, 2, 3 and 4 are hori-
zontally arranged with the same interval. Virtual cameras, drawn transparently
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i Real camera ﬁ Virtual camera

Scene

P(x,1)

VOOWNOONTON »

(a) Multi-camera setup (b) A view of “Cup” (c) An example of EPI

Fig. 1. Ray-space representation of multi-viewpoint images

in Fig.1(a), are also required to render arbitrary views, these virtual viewpoint
images are interpolated from the captured real images. Fig.1(b) is a view of
“Cup” scene as an example, and Fig.1(c) shows an example of epipolar plane
image (EPI) of a real scene, where four horizontal lines correspond to the same
scanlines captured by the real cameras. Here, we call the EPI in Fig.1(c) as a
ray-space slice. The point p(z, z) in the scene projected to EPI is represented
by the four red points in Fig.1(c), and it is proved that these points in the EPI
form a locus of straight line. The slope of the line represents the inverse depth.
Based on these properties, we conclude that this matching process requires only
one-dimensional searching operation in an EPIL.

3 Related Ray-Space Interpolation Methods

Ray-space based FVV system can render novel views easily, but it requires rela-
tively dense sampling of the scene, that is, the use of a large number of cameras.
It is not supported in MPEG at all, and would require a new major standardiza-
tion effort including definition of many new tools. In the real world situation, it
is difficult to set many cameras very closely. Thus, the ray-space data obtained
is usually too sparse in viewpoint axis to apply the ray-space method. Therefore,
it is necessary to generate missing ray data by some approaches[9].

Fig.2(a) shows the PMI method, it simply searches the best pixel pair from
two nearest EPI lines for interpolation. When the pixel “a” in EPI line-1 and
the pixel to be interpolated are given, the position of the pixel ‘b” in EPI line-2
can be determined. The absolute difference value between pixels “a” and “b” in
the two EPI lines is considered as their similarity error measure. The procedure
is repeated for all possible pixel pairs, and the pixel pair with lowest error is
regarded to indicate the direction of the ray. This matching method has good
performance in edge region when the searching range is small.

Fig.2(b) shows the BMI method. Given a block “A” in EPI line-1 and the
location of pixel to be interpolated, a block “B” in EPI line-2 can be found. Then
the MSE can be calculated for block “A” and block “B”. The same procedure is
done for the next block, which has one pixel shift from block “A”. After finding
all MSE values in the assigned maximum disparity, the middle pixels of block
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Fig. 2. Conventional interpolation methods

pairs with the minimum MSE value is considered as the best correspondence
among all calculated MSE values. This method can detect the correspondence
better than the PMI method except for depth discontinuous regions[10].

4 The Proposed Ray-Space Interpolation Method

As mentioned above, correspondence between pixels calculated in the conven-
tional interpolation methods is similar to block based stereo matching. Error
matching may occur in background regions or depth discontinuous regions, es-
pecially when the searching range is large, and as a result, the arbitrary viewpoint
image rendered from ray-space interpolated with these methods usually exists
obvious distortion.

In this section, a new fast depth discontinuity preserving interpolation algo-
rithm is described. First, we explain our depth discontinuity feature extraction
and feature refining method. Then, multi-epiploar line matching method is used
to determine correspondence of feature points. Finally, a region-based interpo-
lation method is presented.

4.1 Depth Discontinuity Feature Extraction

Ambiguity in textureless regions is an important factor resulting in inaccurate
correspondence for many matching algorithms. However, it is unreasonable for
a scene to be artificially altered by placing a textured background behind the
objects of interest in order to make the scene more amenable to the particular
matching algorithm. In fact, textureless, nearly fronto-parallel surfaces can be
handled quite nicely as long as assumption that intensity variation accompanies
depth discontinuities.
Given an EPI I(z,u) with size of W x H |, a gradient image G(z,u) is
calculated as
G(z,u) = [I(x+ 1,u) — I(z,u)] (1)

Due to an EPI is composed of the same scanlines of multi-view images, all lines
in an EPI correspond to a scanline of a scene. Considering computational cost,
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adaptive threshold only computed from the first EPI-line for depth discontinuity
feature extraction
Threshold = p+ o (2)

where p and o denote the mean and the deviation of the first line of gradient
image,
] Wl
p= 3 Gl 3)

7=

-1

1 w
o=\l 3 (Gliu) - p)? (4)

=0

Thus the depth discontinuity feature map {f(x,u)} is acquired by

_[1, if G(z,u) > Threshold
fla,u) = {0, otherwise (5)

As image noise is unavoidable, if it occurs in the EPI, it is usually detected
as discontinuity feature point by the above feature extraction method. These
errors will be propagated in the next processing step, so that the interpolated
arbitrary viewpoint image will be degraded. Therefore a feature refining process
is performed to eliminate these noises.

Here, a cross-check operation is applied to the discontinuity feature map in
our method. When a pixel I(x,u) is extracted as a discontinuity feature point,
pixel I(x+d,u+1) will be determined as its correspondence with the disparity d
by MSE criterion. If the feature point I(x, ) is not a noise, a disparity —d is most
probably searched for pixel I(x+d, u+1) when EPI line u is as the reference line.
So if the absolute values of the two disparities are not equal, I(z,u) is regarded
as a noisy point, and will be eliminated from the discontinuity feature map.

4.2 Multiple Epipolar-Based Matching Method

As mentioned in section 3, the PMI and BMI methods just utilize nearby EPI
line information to determine the correspondence, and often fail at textureless
regions or depth discontinuous regions. In view of an EPI is converted from

EFI line -1 b

Fig. 3. Multiple epipolar matching method
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multi-view images, we take advantage of the information of multiple EPI lines
to enhance correctness in correspondence determination.

Fig.3 shows our multiple epipolar matching method. The pixel at position
(z,u) in EPI line u denotes a discontinuous feature point. Multiple epipolar
information can be incorporated for matching by the following function

SMSE(d)=— Sl wiv (& + W+ dysryu+ k) — I+ w, )|
_2M ey 2W+ 1 S T w utks U X w,u

(6)
where M represents the number of EPI lines nearby EPI line u, W denotes the
size of matching window, d,j denotes the disparity between EPI line u + k and
EPI line u. The range of d, 4 is constrained from zero to maximum disparity.
This above function is called as sum of mean square error(SMSE). The direction
of current feature point is selected by

dbest —=arg mm{SMSE(d)} (7)

4.3 Region-Based Interpolation

Fig.4(b) shows the result of discontinuity feature map after feature extraction,
feature refining and multiple epipolar line matching processing. The sparse EPI
is split into different regions by the extracted feature points, and it is clear that
depth discontinuous information of objects is extracted correctly. Fig.5 illustrates
the region-based interpolation method. If a, b and ¢, d represent four neighboring
feature points in the original EPI lines, positions of e, f and g, A can be computed
from line equation easily, their intensities are linear interpolated from intensities
of these feature points, then, the pixels between e and g and the pixels between
f and h can be bi-linearly interpolated. Fig.4(c) shows a slice interpolated by
the proposed method, the quality of which is acceptable.

(b) Up-sampled sparse EPI with discontinuity feature map

(c) EPI interpolated by the proposed method (PSNR=32.96dB)

Fig. 4. Result of 117th EPI interpolation of “Cup” (camera interval=5mm)
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s Interpolated EFI lines

Driginal EFT lines

Fig. 5. Region-based interpolation

5 Experimental Results and Analyses

We perform experiments on three test sets of real data called “Xmas”, “Cup”
and “Toy” on a PC with CPU of PIII 850MHz and RAM of 256M. Fig.6 gives
the three test multi-view image sets. “Xmas” is available from Tanimoto Lab, of
which 101 viewpoint images are captured synchronously with camera interval of
3mm, the size of the images is 640 x 480, and the distance between cameras and
object is about 30cm. For the “Cup” and “Toy” sets, the camera interval is Imm,
the number and the size of images are the same as “Xmas”, but the maximum
disparity of the two sets are much larger than that of “Xmas”. Firstly, these
multi-view images are converted into 480 EPIs with different camera interval,
the resolutions of EPI are 480 x 21, 480 x 11, 480 x 6, 480 x 5, respectively.
Different interpolation algorithms are applied to these sparse EPIs to generate
the dense ones, and then the interpolated dense EPI is compared with actual
dense EPI converted from real images with PSNR criterion.

(a) “Xmas” (b) “Cup” (C) ‘TOy”

Fig. 6. Three test multi-view image sets for ray-space interpolation.(The upper is the
most left images, and the lower is the most right images).
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(a) Sparse EPI

By

c¢) Original dense EPI

'l/

) PMI (PSNR=31.42dB)

(b) Up-sampled sparse EPI

__ 2

d) Proposed (PSNR=34.38dB)

l'[/ ”i

) BMI (PSNR=32.19dB)

Fig. 8. Results of the interpolated 153th EPI of “Cup” (camera interval=20mm)

(a) Original image (b) Proposed

(PSNR=41.24dB)

(c) PMI
(PSNR=27.50dB)

(d) BMI
(PSNR=27.48dB)

Fig. 9. Part of the 99th virtual view rendered from interpolated EPIs of “Xmas” (cam-
era interval=75mm)

(a) Original image (b) Proposed

(PSNR=33.70dB)

(c) PMI
(PSNR=29.24dB)

(d) BMI
(PSNR=29.99dB)

Fig. 10. Part of the 2th virtual view rendered from interpolated EPIs of “Cup” (camera
interval=20mm)

Table 1 gives the results of average PSNRs of 480 interpolated EPIs respec-
tively, it is clear that the proposed method achieves much higher PSNRs than
conventional interpolation methods. Table 2 gives the results of average com-
putational TIME of interpolating 480 EPIs respectively, the running time of
conventional interpolation methods increases as camera interval increases, but
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Table 1. Average PSNRs of 480 interpolated EPIs unit:dB

Test sets ~ Camera interval PMI BMI Proposed method

15 mm 40.05  39.50 44.07
Xmas 30 mm 35,93  37.50 42.83
60 mm 3198  33.22 41.55
75 mm 30.60  31.48 40.51
5 mm 33.88  34.66 35.62
Cup 10 mm 32.00 32.33 34.95
20 mm 3042  30.69 33.80
25 mm 29.67  29.93 32.31
5 mm 27.60  28.55 32.08
Toy 10 mm 2245  23.19 29.64
20 mm 22.02 22.44 26.74
25 mm 21.98 2231 25.68
Table 2. Average computational TIME of interpolating 480 EPIs unit:ms

Test sets ~ Camera interval PMI ~ BMI  Proposed method

15 mm 22 64 45

Xmas 30 mm 41 113 47
60 mm 87 221 47

75 mm 94 285 55

5 mm 41 113 52

Cup 10 mm 78 202 53
20 mm 149 379 57

25 mm 190 463 56

5 mm 243 595 114

Toy 10 mm 636 1772 72
20 mm 774 2029 56

25 mm 805 2036 64

the proposed method keeps approximately constant running time under different
camera intervals, and the running time is much saved compared with the PMI
or BMI methods especially under large camera interval. Fig.7 shows average
PSNRs of virtual viewpoint images rendered from interpolated EPIs, it is seen
that PSNRs of the three test sets have been improved greatly by the proposed
method compared with the PMI or BMI methods.

Fig.8 gives an example of interpolated EPIs, the proposed method outper-
forms the conventional methods with more than 2 ~ 3dB in generating the
dense EPI. Fig.9 and Fig.10 show parts of virtual images rendered from EPIs
interpolated with the above three interpolation methods. It is obvious that the
proposed method is much better than conventional methods in keeping edges
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(a) Left view (b) Right view

Fig.11. Rendered stereo images from ray-space data, interpolated by the proposed
method (camera interval=60mm)

and fine textures of objects. The characters and some edges of pattern on the
cup are well kept by the proposed method, while they are damaged by the two
conventional methods. The experiments of “Xmas” give similar results. After
generating dense ray-space data, it is easy to render stereo images by selecting
appropriate data. Fig.11 shows a rendered virtual stereo image pair from the
interpolated EPIs, of which the camera interval between the left and the right
views is 60mm.

6 Conclusions

Ray-space representation has superiority in rendering arbitrary viewpoint im-
ages of complicated scene in real-time, and it has been attracting more and
more attention. Interpolation is one of the key techniques to make the ray-space
based FVV system feasible, and it also determines the cost of application and
the quality of rendered image. In this paper, a new fast ray-space interpolation
method with depth discontinuity preserving is proposed, which improves visual
quality as well as PSNRs of rendered virtual viewpoint image greatly, com-
pared with the conventional PMI and BMI methods. In addition, the proposed
method requires low computational cost and is suitable for hardware implemen-
tation.

The future work will focus on the exposed or occluded objects, which is
also a challenge for traditional multi-view image coding as well as stereoscopic
image processing.
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Abstract. In this paper we propose a touch enabled video player sys-
tem. A conventional video player only allows viewers to passively expe-
rience visual and audio media. In virtual environment, touch or haptic
interaction has been shown to convey a powerful illusion of the tan-
gible nature - the reality - of the displayed environments and we feel
the same benefits may be conferred to a broadcast, viewing domain. To
this end, this paper describes a system that uses a video representation
based on depth images to add a haptic component to an audio-visual
stream. We generate this stream through the combination of a regu-
lar RGB image and a synchronized depth image composed of per-pixel
depth-from-camera information. The depth video, a unified stream of the
color and depth images, can be synthesized from a computer graphics an-
imation by rendering with commercial packages or captured from a real
environment by using a active depth camera such as the Zcam™™. In
order to provide a haptic representation of this data, we propose a modi-
fied proxy graph algorithm for depth video streams. The modified proxy
graph algorithm can (i) detect collisions between a moving virtual proxy
and time-varying video scenes, (ii) generates smooth touch sensation by
handling the implications of the radically different display update rates
required by visual (30Hz) and haptic systems (in the order of 1000Hz),
(iii) avoid sudden change of contact forces. A sample experiment shows
the effectiveness of the proposed system.

1 Introduction

The rapid development of telecommunication technologies such as enhanced
CPU speed and power, low cost memory, and ultra fast communication net-
works has led to the digital multimedia age, where viewers can enjoy and be
immersed in high quality video and audio media. Typically, some interaction
such as selecting interactive icons with a wireless keyboard or a remote con-
trol is also allowed. That interaction is generally a menu-based dialogue where

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part I, LNCS 3767, pp. 420-430, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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the viewer selects an option from several ones provided on screen. However,
recently viewers’ demands for a more realistic and interactive experience with
video media are growing and there is interest in exploring the possibilities of
an interactive experience with the video media beyond passive watching and
listening, i.e. touching and manipulating the video media content directly. Such
an interaction style, known as haptic interaction, has the potential to create a
truly immersive experience for the viewers by providing a powerful illusion of
the tangible nature of the displayed environments.

Traditionally, haptic interaction has been integrated with fully synthesized
virtual reality (VR) worlds where several users can share the virtual contents
simultaneously. Recently, O’'Modhrain and Oakley [1] discussed the potential role
that haptic feedback might play in supporting a greater sense of immersion in
broadcast content. In addition, they explored two potential program scenarios:
the creation of authored haptic effects for children’s cartoon and the automatic
capture of impact data to be streamed and displayed in the context of a live
sport broadcast. However, since the media is based on 2-dimensional information,
the possible haptic interaction is limited to 2-dimensions. If the media includes
3-dimensional information, more useful interactions may become possible. For
example, it will become possible to touch and explore an object-of-interest such
as a peculiar shaped object or the face of a famous actor’s face [2]. When an
actor is touching his lover on the face in a scene, viewers may want to touch her
also to increase immersion in the scene and feel as if they had become the actor.

Typically, in order to represent a 3-dimensional scene, polygonal 3D meshes
are used. But, they are not appropriate for 3D video media because of the re-
dundancy of connectivity information, complex level-of-detail, compression, and
progressive transmission [3]. To bridge the gap between simple 2D texture map-
ping and full 3D modeling of a video object, a depth image based representation
was proposed [4]. In this system, the 3D video media is a combination of reg-
ular video (general RGB image) and synchronized per-pixel depth information
(depth image), see Fig. 1. Currently, the European IST project ATTEST [5] has
created a novel 3D-TV system by means of a depth image-based representation.
They created 3D content by capturing real dynamic environments with an ac-
tive range camera, and compressed and transmitted them with MPEG codecs.
In the 3D-TV system, the viewers could see the 3-dimensional real-world scene
stereoscopically.

255

Depth value

0

Fig. 1. General RGB image and synchronized per-pixel depth information
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In order to provide an interaction force, haptic rendering, the process to dis-
play the haptic attributes of surface and material properties of virtual objects in
real time via a haptic interface, need to be employed. Haptic rendering, however,
requires significantly higher update rates (on the order of 1 kHz) than graphic
rendering for smooth and stable force calculation. The main bottleneck of the
haptic rendering process is the collision detection between the virtual scene and
the current haptic interaction point. While a pre-computed ”hierarchical bound-
ing boxes” approach has been employed to achieve fast collision detection in the
majority of previous works, e.g. [6, 7, 8, 9], they are not applicable in the case of
depth video that requires the construction of a new bounding box for each frame.
Also, an extremely large model, such as depth image, slows down the collision
detection considerably (697,430 triangles in 720x486 resolution depth image).
Walker and Salisbury [10] proposed a proxy graph algorithm for extremely large
static topographic maps of over 100 million triangles, which is essentially the
same as a single frame depth image. With this technique, they not only reduced
the overall number of collision detection operations, but also optimized the colli-
sion detection by capitalizing on the special structure of the vertically monotone
height field.

In this paper we propose a modified proxy graph algorithm for depth video
streams, because the proxy graph algorithm exhibits some problems when ap-
plied to depth video streams. First, it fails to detect some collisions between a
virtual haptic interaction point and depth video changing its shape frame by
frame. Secondly, it produces piecewise-continuous contact forces because of sig-
nificantly different video and haptic update rates. Finally, it generates sudden
large changes in force at scene transitions making the haptic interface unstable.

2 Modified Proxy Graph Algorithm for Depth Video
Streams

In order to explain the proposed idea, this section provides a brief review of
proxy-based haptic rendering algorithms with detailed summary of the proxy
graph algorithm [10]. Then, the problems and solutions involved in applying
this algorithm (i.e. the proposed modified proxy graph algorithm) to a stream
of depth images are explained in detail.

2.1 Overview of Proxy Graph Algorithm

Haptic rendering algorithms are essentially composed of the coupled processes
of collision detection and response between a haptic interaction point (HIP)
and a virtual scene. Their objective is to model the forces from this interaction
to enable a user to touch, feel and manipulate virtual objects. Typically, the
user controls the position of a point in the virtual world, and a force vector is
generated based on the distance between this point an